The clustering and evolution of Hα emitters at $z \sim 1$ from HiZELS
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ABSTRACT
The clustering properties of a well-defined sample of 734 Hα emitters at $z = 0.845 \pm 0.015$, obtained as part of the Hi-z Emission Line Survey, are investigated. The spatial correlation function of these Hα emitters is very well described by the power-law $\xi = (r/r_0)^{-1.8}$, with a real-space correlation, $r_0$, of $2.7 \pm 0.3$ $h^{-1}$ Mpc. The correlation length $r_0$ increases strongly with Hα luminosity ($L_{H\alpha}$), from $r_0 \sim 2$ $h^{-1}$ Mpc for the most quiescent galaxies [star formation rates (SFRs) of $\sim 4 M_{\odot}$ yr$^{-1}$] up to $r_0 > 5$ $h^{-1}$ Mpc for the brightest galaxies in Hα. The correlation length also increases with increasing rest-frame K-band ($M_K$) luminosity, but the $r_0-L_{H\alpha}$ correlation maintains its full statistical significance at fixed $M_K$. At $z = 0.84$, star-forming galaxies classified as irregulars or mergers are much more clustered than discs and non-mergers, respectively; however, once the samples are matched in $L_{H\alpha}$ and $M_K$, the differences vanish, implying that the clustering is independent of morphological type at $z \sim 1$ just as in the local Universe. The typical Hα emitters found at $z = 0.84$ reside in dark matter haloes of $\approx 10^{12} M_{\odot}$, but those with the highest SFRs reside in more massive haloes of $\approx 10^{13} M_{\odot}$. The results are compared with those of Hα surveys at different redshifts: although the break of the Hα luminosity function $L^*_{H\alpha}$ evolves by a factor of $\sim 30$ from $z = 0.24$ to 2.23, if the Hα luminosities at each redshift are scaled by $L^*_{H\alpha}(z)$ then the correlation lengths indicate that, independently of cosmic time, galaxies with the same ($L_{H\alpha}/L^*_{H\alpha}$) are found in dark matter haloes of similar masses. This not only confirms that the star formation efficiency in high redshift haloes is higher than locally but also suggests a fundamental connection between the strong negative evolution of $L^*_{H\alpha}$ since $z = 2.23$ and the quenching of star formation in galaxies residing within dark matter haloes significantly more massive than $10^{12} M_{\odot}$ at any given epoch.
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1 INTRODUCTION
In a Universe dominated by cold dark matter (CDM), galaxies are found in dark matter haloes with a structure determined by universal scaling relations (e.g. Navarro, Frenk & White 1996). Since baryons trace the underlying distribution of dark matter, measurements of the clustering of baryonic matter can be used to extract typical dark matter halo masses (Mo & White 1996; Sheth, Mo & Tormen 2001) and to suggest links between populations found at different epochs.

Wide surveys of the nearby Universe [e.g. 2dF, Sloan Digital Sky Survey (SDSS); York et al. 2000; Colless et al. 2001] have now assembled extremely large samples of galaxies which can be explored to study their clustering properties in great detail. Using those data, several studies have found that the amplitude of the two-point correlation function rises continuously with galaxy luminosity (e.g. Norberg et al. 2001; Zehavi et al. 2005; Li et al. 2006). They also reveal that the most rapid increase occurs above the characteristic luminosity, $L^*$. Red galaxies are found to be more clustered than blue galaxies, but the correlation amplitude of the latter population...
also increases continuously with blue or near-infrared (near-IR) luminosities (e.g. Zehavi et al. 2005). This seems to indicate that both star formation rate [SFR; traced by ultraviolet (UV)/blue light] and stellar mass (traced by near-IR light) are important for determining the clustering of different populations of galaxies. Other studies have used morphological classifications. Skibba et al. (2009), for example, took advantage of the largest sample of visually classified morphologies to date (from the SDSS) to clearly reveal that although early-type galaxies cluster more strongly than discs, once the analysis is done at a fixed colour and luminosity no significant difference is found; this confirms previous results (e.g. Beisbart & Kerscher 2000; Ball, Loveday & Brunner 2008) for the nearby Universe.

Understanding when these trends were created and how they evolved with cosmic time is a key input to galaxy formation models and to our general understanding of how galaxies formed and evolved. The first clustering studies of different populations of galaxies beyond the local Universe (e.g. Efstathiou et al. 1991; Fisher et al. 1994; Brainerd, Smail & Mould 1995; Le Fèvre et al. 1996), although pioneering, were mostly limited by the lack of information on the redshifts for their samples. Fortunately, those problems are now starting to be effectively tackled by larger and deeper surveys. Such surveys have recently led to robust clustering studies of specific populations of sources at moderate and high redshift such as active galactic nuclei (AGN; e.g. da Ângela et al. 2008), sub-mm galaxies (e.g. Blain et al. 2004; Weiß et al. 2009), luminous red and massive galaxies (e.g. Wake et al. 2008) or star-forming galaxies such as Hα emitters, Lyman-break galaxies or Lyman-α emitters (e.g. Geach et al. 2008, hereafter G08; McLure et al. 2009; Shioya et al. 2009). A dependence of the clustering on galaxy luminosity has also been identified beyond the local Universe (e.g. Giavalisco & Dickinson 2001). In particular, Kong et al. (2006), Hayashi et al. (2007) and, more recently, Hartley et al. (2008) found a clear dependence of the clustering amplitude on near-IR luminosity for \( z \approx 1–2 \) \( BzK \)-selected galaxies, indicating that already in the young Universe the most massive galaxies were much more clustered than the least massive ones. These results mean that although different studies have been combined to suggest links between the same population at different redshifts, or between different populations at different epochs, interpreting these requires a great deal of care, since luminosity limits typically increase significantly with redshift and are different for different populations.

Narrow-band Hα surveys are now a very effective way to obtain representative samples of star-forming galaxies. Since the Gallego et al. (1995) wide-area study in the local Universe, tremendous progress has been achieved, with recent narrow-band studies (e.g. Ly et al. 2007; Shioya et al. 2008; G08; Shim et al. 2009; Sobral et al. 2009a, hereafter S09), taking advantage of new technology and obtaining large samples of typical hundreds of Hα emitters from \( z = 0 \) to \( z = 2.23 \), down to limiting SFRs of \( \approx 1–10 M_{\odot} \text{yr}^{-1} \). In particular, the Hi-z Emission Line Survey (HiZELS; cf. G08 and S09) is obtaining and exploring unique samples of star-forming galaxies presenting Hα emission (and other major emission lines, e.g. Sobral et al. 2009b), redshifted into the J, K and H bands. By using a set of existing and custom-made narrow-band filters, HiZELS is surveying Hα emitters at \( z = 0.84, 1.47 \) and 2.23 over several square degree areas of extragalactic sky.

Narrow-band surveys have a great potential for determining the clustering properties of large samples of galaxies and their evolution with cosmic time. Such surveys probe remarkably thin redshift slices (\( \Delta z \approx 0.02 \)), which not only provide an undeniable advantage over photometric surveys that can be significantly affected by systematic uncertainties but also allow the study of very well-defined cosmic epochs. Additionally, the selection function is well understood and easy to model in detail, a feature that contrasts deeply with that of current large high-redshift spectroscopic surveys. Narrow-band surveys also populate the redshift slices they probe with high completeness down to a known flux limit, in contrast to spectroscopic surveys which are usually very incomplete at any single redshift and present the typical pencil-beam distribution problems. Finally, narrow-band surveys can select equivalent populations at different redshifts, making it possible to really understand the evolution with cosmic time, avoiding the biases arising from comparing potentially different populations.

This paper presents a detailed clustering study of the largest sample of narrow-band-selected Hα emitters at \( z \approx 1 \) (cf. S09), obtained after conducting deep narrow-band imaging in the J band over \( \sim 1.3 \text{deg}^2 \), as part of HiZELS. It is organized in the following way. Section 2 outlines the data, the samples and their on-sky distribution. Section 3 presents the angular two-point correlation function, carefully estimating the errors and other potential bias, along with the exact calculation of the real-space correlation. Section 4 quantifies the clear clustering dependences on the host galaxy properties. Section 5 presents the first detailed comparison between the clustering properties of Hα emitters from \( z = 0.24 \) up to 2.23. Finally, Section 6 presents the conclusions. An \( H_0 = 100 \text{ h km s}^{-1} \text{Mpc}^{-1} \), \( \Omega_M = 0.3 \) and \( \Omega_{\Lambda} = 0.7 \) cosmology is used and, except where otherwise noted, magnitudes are presented in the Vega system and \( h = 0.7 \).

2 DATA AND SAMPLES

2.1 The sample of Hα emitters from HiZELS

This paper takes advantage of the HiZELS large sample of Hα emitters at \( z = 0.845 \) presented in S09 (the reader is referred to that paper for full details of how the sample was constructed). Briefly, the sample was obtained from data taken through a narrow-band \( J \) filter (\( \Delta_{\text{filt}} = 1.211 \pm 0.015 \mu\text{m} \)) using the Wide Field Camera (WFCAM) on the United Kingdom Infrared Telescope (UKIRT), and reaches an effective flux limit of \( 8 \times 10^{-17} \text{erg s}^{-1} \text{cm}^{-2} \) over \( \sim 0.7 \text{deg}^2 \) in the UKIDSS Ultra Deep Survey (UDS; Lawrence et al. 2007) field and \( \sim 0.8 \text{deg}^2 \) in the Cosmological Evolution Survey (COSMOS; Scoville et al. 2007) field. The data allowed the selection of a total of 1517 line emitters which are clearly detected in NB_\alpha (signal-to-noise ratio >3) with a \( J-\text{NB}_\alpha \) colour excess significance of \( \Sigma > 2.5 \) and observed equivalent width \( EW > 50 \text{ Å} \).

As the detected emission may originate from several possible emission lines at different redshifts, photometric redshifts\(^1\) were used to distinguish between them and select the complete sample of 743 Hα emitters over a comoving volume of \( 1.8 \times 10^5 Mpc^3 \) at \( z = 0.84 \). Of these, 477 are found in COSMOS (0.76 deg\(^2\)) and 266 in UDS (0.54 deg\(^2\)); the reduction in area is driven by the overlap with the high-quality photometric catalogue used (cf. S09 for more details). The completeness and reliability of this sample were studied using the \( \sim 10^2 \) available redshifts from \( z \)-COSMOS Data Release 2 (Lilly et al. 2009), spectroscopically confirming \( \sim 100 \text{ Hα emitters within the photometric-redshift-selected sample; this} \)

\(^1\)Photometric redshifts used in S09 for COSMOS present \( \sigma(\Delta z) = 0.03 \), where \( \Delta z = \Delta_{\text{phot}} - \Delta_{\text{spec}} / (1 + \Delta_{\text{phot}}) \); the fraction of outliers, defined as sources with \( \Delta z > 3\sigma(\Delta z) \), is lower than 3 per cent while for UDS, the photometric redshifts have \( \sigma(\Delta z) = 0.04 \), with 2 per cent of outliers.

to estimate a >95 per cent reliability and >96 per cent completeness for the sample in COSMOS. Hα fluxes, Hα luminosities and Hα-based SFRs were obtained for all Hα candidates using HiZELS data – the details on how these were computed are fully detailed in S09.

Since the work presented in S09, improved photometric redshifts for COSMOS and UDS have been produced, incorporating a higher number of bands, deeper data and accounting for possible emission-line flux contamination of the broad-bands (cf. Ilbert et al. 2009; Cirasuolo et al. 2010; Cirasuolo et al. in preparation); these further confirm the robustness and completeness of the selection done in S09. Nevertheless, the Hα sample used for the analysis in this paper is slightly modified from that in S09 on the basis of the new photometric redshifts. In particular, the sample in UDS now contains 257 Hα emitters over 0.52 deg$^2$. The very small reduction in area simply results from the overlap with deep mid-IR data used for deriving the new improved photometric redshifts – this reduction places three sources from the initial sample outside the coverage. The remaining six sources excluded from the S09 sample were removed on the basis that the new photometric redshifts clearly place those sources at z $\approx$ 2.2 (2) and 1.45 (4) (they are therefore identified as candidate [O iii] 3727 and [O iii] 5007/Hβ emitters, respectively). For COSMOS, the sample of Hα emitters is the same as in S09 (477 emitters over 0.76 deg$^2$), since the new photometric redshifts do not change any of the classifications (noting that spectroscopic data had already been used to produce a cleaner sample in S09).

As the samples were obtained in two of the best studied square degree areas, a wealth of multiwavelength data are available. These include deep broad-band imaging from the UV to the IR – including deep Spitzer data. These data make it possible to compute rest-frame luminosities for the sample of Hα emitters at z = 0.84. Here, rest-frame $B$ luminosities ($M_B$) are estimated by using $i^\ast$-band data (probing 4152.6 Å at z = 0.84) obtained with the Subaru telescope in both UDS and COSMOS. This is obtained by applying an aperture correction of $-0.097$ mag (to recover the total flux for magnitudes measured in 3-arcsec apertures) and a galactic extinction correction of $-0.037$ to $i^\ast$ magnitudes (Capak et al. 2007). It is assumed that all sources are at a luminosity distance of 5367 Mpc (z = 0.845); this yields a distance modulus of 43.649. Rest-frame $K$ luminosities ($M_K$) are computed following Cirasuolo et al. (2010) by assuming the same luminosity distance and interpolating using deep 3.6 and 4.5 μm Spitzer data.

Furthermore, the COSMOS field has been imaged by the Advanced Camera for Surveys/Hubble Space Telescope, and the sample of Hα emitters has been morphologically classified both automatically, with ZEST (Scarlata et al. 2007), and visually, as detailed in S09. The galaxies were classified into early types, discs and irregulars and, independently (visually only), into non-mergers, potential mergers and mergers (cf. S09). The sample has also been investigated for AGN contamination both in S09, using emission-line diagnostics, and in Garn et al. (2010) making use of a wide variety of techniques.

Fig. 1 presents the distribution of the Hα emitters at z = 0.84 for the UDS and COSMOS fields. The panels visually indicate how these emitters cluster across these two regions of the sky relative to a simple photometric-redshift-selected population at the same redshift, selected with 0.82 < $z_{\text{photo}}$ < 0.87.

### 2.2 The random sample

Random catalogues are essential for robust clustering analysis and an over or underestimation of the clustering amplitude can easily be obtained if one fails to produce accurate random catalogues. These are produced by generating samples with 100 times more sources than the real data and by distributing those galaxies randomly over the geometry corresponding to the survey’s field of view. This takes into account both the geometry of the fields and the removal of masked areas (due to bright stars/artefacts) – see discussion of masked regions in S09 for more details.

While the survey is fairly homogeneous in depth, there are some small variations from chip to chip and field to field reaching a maximum of $\sim0.2$ mag (NB$\lambda$) of 21.5 to 21.7 mag). This corresponds to a maximum variation in luminosity $[\text{in } \log(L) ]$ of $\sim0.1$. The observed luminosity function presented in S09 shows that going deeper by 0.1 in $\log(L)$ increases the number count by $\sim20$ per cent. This can have an effect on estimating the clustering, although simulations indicate that this is smaller than the measured errors. The final random catalogues were created reproducing source densities varying in accordance with the measured depths and the S09 number counts.
3 THE CLUSTERING PROPERTIES OF H\alpha EMITTERS

3.1 The two-point $w(\theta)$ correlation function at $z = 0.84$

In order to evaluate the two-point angular correlation function, the minimum variance estimator suggested by Landy & Szalay (1993) is used:

$$w(\theta) = 1 + \left( \frac{N_R}{N_D} \right)^2 \frac{DD(\theta)}{RR(\theta)} - 2 \frac{N_R}{N_D} \frac{DR(\theta)}{RR(\theta)}, \tag{1}$$

where $DD(\theta)$ is the number of pairs of real data galaxies within $(\theta, \theta + \delta \theta)$, $DR(\theta)$ is the number of data-random pairs and $RR(\theta)$ is the number of random–random pairs. $N_R$ and $N_D$ are the number of random and data galaxies in the survey. Errors are computed using the Poisson estimate (Landy & Szalay 1993):

$$\Delta w(\theta) = \frac{1 + w(\theta)}{\sqrt{DD(\theta)}}. \tag{2}$$

The angular correlation function is computed for the entire sample of H\alpha emitters,$^2$ as well as for COSMOS and UDS separately, and it is found to be very well fitted by a power law with the form $A\theta^\beta$ with $\theta$ in arcsec. The power-law fit is obtained by determining $w(\theta)$ 2000 times using different random samples and a range of bin widths ($\Delta \log \theta = 0.1$–0.3, randomly picked for each determination) and by performing a $\chi^2$ fit to each of these (over $5 < \theta < 600$ arcsec, corresponding to 38.2 kpc to 45.5 Mpc at $z = 0.845$; these correspond to angular separations for which fitting $w(\theta)$ with one single power law is appropriate; see details in Section 3.2.2). The results are shown in Fig. 2 and presented in Table 1; they imply $A = 14.1 \pm 3.9$ and $\beta = -0.79 \pm 0.06$ for the entire sample (the errors present the 1σ deviation from the average). This reveals a very good agreement with the fiducial value, $\beta = -0.8$.

Recent studies (e.g. Ouchi et al. 2005) have found a transition (known as the integral constraint; cf. Roche et al. 2002) which depends on the assumed true power law and the probed area. This is estimated as $C = 0.0023$ for the entire survey area and it only represents ≈0.01 per cent change in $A$, but it is still included, since this becomes significant for obtaining $w(\theta)$ at large separations; cf. Fig. 4.

$^2$ Due to the finite area probed, the measured clustering amplitude will be underestimated by an amount $C$ (known as the integral constraint; cf. Roche et al. 2002) which depends on the assumed true power law and the probed area. This is estimated as $C = 0.0023$ for the entire survey area and it only represents ≈0.01 per cent change in $A$, but it is still included, since this becomes significant for obtaining $w(\theta)$ at large separations; cf. Fig. 4.

Figure 2. The two-point angular correlation function for the entire sample and for the COSMOS and UDS fields separately for angular separations up to 600 arcsec and the 1σ, 2σ and 3σ covariance contours when fitting both $A$ and $\beta$ for the entire sample compared to the results of each field. These results show a very good agreement between COSMOS and UDS, revealing that H\alpha emitters in completely different regions of the sky cluster with comparable amplitudes and power-law slopes. The results also show that there is no clear departure from the power law for this sample of H\alpha emitters down to 5 arcsec, implying that the two-halo contribution to $w(\theta)$ is dominant for scales larger than ~50 kpc, but there is tentative evidence of a significant one-halo contribution to $w(\theta)$ for smaller scales.

3.1.1 Robust error estimation and the effect of cosmic variance

The survey covers 1.3 deg$^2$ in two completely independent fields; this is a fundamental advantage over smaller surveys which only probe one single field, as it allows, in principle, a reliable estimate of possible errors due to cosmic variance. In order to achieve this, $w(\theta)$ is estimated over randomly picked square areas of different sizes (from 0.05 deg$^2$, corresponding to the area probed by one WFCAM chip, up to 0.5 deg$^2$) in COSMOS and UDS. The minimum number of emitters ranges from 15 to 65 within the smaller areas used (0.05 deg$^2$). Either 100 or 1000 randomly chosen regions are considered for each area (100 for 0.3–0.5 deg$^2$ and 1000 for smaller areas), and a power law is fitted to each $w(\theta)$ determination by fixing $\beta = -0.8$. For each area, the standard deviation on the amplitude $A$ is used to quantify the uncertainty. The results are shown in Fig. 3 and demonstrate that the measured standard deviation is effectively reduced with area. The error in $A$ (per cent) can be approximated by a power law of the form $20 \times \theta^{-0.33}$ with $\theta$ in deg$^2$; extrapolating this suggests an error slightly lower than ~20 per cent for the total area of the survey and also agrees with the small difference found between COSMOS and UDS (see Fig. 3). Furthermore, this suggests that one requires areas of ~7 deg$^2$ (the HiZELS target) or more to reduce the effects of cosmic variance to less than 10 per cent.

These estimates could still slightly underestimate the errors, mostly because at larger areas the number of approximately independent areas is strongly reduced. An alternative estimate of the clustering uncertainty can be derived using a bootstrap analysis. Since this often leads to a slight overestimation of the errors, it can be combined with the previous analysis to give an approximate range for the expected error. The analysis is done by naturally dividing the complete sample into 26 regions of ~0.05 deg$^2$ each (these are the minimum individual probed areas as these are covered by one WFCAM chip) and computing $w(\theta)$ with 26 randomly picked regions each time for 10 000 times. Fitting all realizations with a power law (fixing $\beta = -0.8$) results in a distribution with
emitters − emission. For example, they are mostly morphologi-
0.84 sample and subsamples) are derived
A
1, showing
for the entire sample
2010 The Authors. Journal compilation
8.9
3.9
= χ
z
0.06 14.6
3.1
2
A
1555
4.0
θ
= β
to account for cosmic variance for the
emission powered by the AGN, they may well be
z
A
σ/A
±
C
5.5
0.84, resulting
A
ω − β
0.08 13.8
in deg
ω
per cent, with
1551–1563
3.2
θ
4.4
emitters are likely to contain an AGN. By us-
= ∆A
β=−0.8
in Fig. 2.
0.15 18.4
( u pt o0 . 5d e g
3.0
ω
or
600 arcsec, corresponding to 38 kpc
βA
3.0
and
±
3.7
404,
/Δ1A
in arcsec) (see Table 1).
Identifying those sources, such as radio, X-rays and mid-IR colours.
tended search for AGN within the sample using several methods for
in the sample. More recently, Garn et al. (2010) performed an ex-
emission-line ratio diagnostics for a small subset of emitters in
as a whole.
AGN contamination
Some of the Hα emitters are likely to contain an AGN. By using
emission-line ratio diagnostics for a small subset of emitters in
zCOSMOS, S09 estimated a contamination of ∼15 per cent AGN
in the sample. More recently, Garn et al. (2010) performed an
extended search for AGN within the sample using several methods for
identifying those sources, such as radio, X-rays and mid-IR colours.
This resulted in the identification of a maximum of 74 AGN (40 in
COSMOS and 34 in UDS). From these, 34 are classified as likely
AGN and the remaining 40 as possible AGN – this corresponds to an
estimated ∼5–11 per cent AGN contamination within the sample.
The AGN may well have different clustering properties from the
star-forming population. However, the nature of these potential
AGN contaminants is very unclear, particularly the origin of the
detected Hα emission. For example, they are mostly morphologi-
classified as irregulars and mergers and they span the entire
luminosity range; it thus seems that although some of them might
have their Hα emission powered by the AGN, they may well be
undergoing significant star formation. Indeed, recently, Shi et al.
(2009) presented a study of unambiguous AGN at z ∼ 1, showing
that at least half of the sample shows clear signatures of intense star
formation.

In order to understand how AGN contaminants might affect the
clustering measurements, the angular correlation function was cal-
culated after removing all the potential AGN contaminants. This
results in no statistical change in either A or β for the entire sample
(see Table 1). Removing only the likely AGN leads to an identical
result. However, the true AGN contaminants (and the possible bias
they may introduce) might well have a larger effect on the results
when studying the clustering as a function of host galaxy properties
(presented in Section 4), since for certain host galaxy properties the
AGN contamination may be significantly higher than in the sample
as a whole.

To ensure that the analysis is really tackling the AGN contami-
nation and to robustly determine the clustering properties of each
sample being studied (and test trends), all the clustering properties
in this paper (for the z = 0.84 sample and subsamples) are derived
from a combination of measurements from samples with and with-
out possible AGN contaminants. In practice, Ω(θ) is computed 500
times each using (i) all the emitters in the sample, (ii) removing
likely AGN and (iii) removing all (likely plus possible) AGN. χ^2
fits are obtained for each realization of each sample and the total
resulting distribution is used for the analysis. This also allows to
carefully confirm that there is a good degree of consistency between
the three different distributions and in no case is the difference be-
tween samples with and without AGN larger than the 1σ errors. This
mostly results in estimating larger errors than those which would
be obtained from either simply excluding all AGN or not dealing
with AGN contamination and therefore represents a conservative
approach.

Table 1. The power-law fitting parameters which best describe Ω(θ) for Hα emitters at z = 0.84, resulting
from computing Ω(θ) 2000 times. These were obtained over 5 < θ < 600 arcsec, corresponding to 38 kpc
to 4.5 Mpc at z = 0.84, avoiding both the possible one-halo clustering contribution (at the smallest scales)
and the break of the Limber’s approximation (at the largest scales). Note the degeneracy between A and
β in Fig. 2. A_β=−0.8 is obtained by fixing β = −0.8, the fiducial value and in excellent agreement with
what has been found for the entire sample with or without possible/likely AGN contamination. An error
of 20 per cent is added in quadrature to random error in ΔA_β=−0.8 to account for cosmic variance for the
entire sample (or 25 per cent when considering just one subfield – COSMOS or UDS; cf. Section 3.1.1).

<table>
<thead>
<tr>
<th>Sample (z = 0.84)</th>
<th>Number</th>
<th>A (θ in arcsec)</th>
<th>β</th>
<th>A_β=−0.8 (θ in arcsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All emitters</td>
<td>734</td>
<td>14.1 ± 3.9</td>
<td>−0.79 ± 0.06</td>
<td>14.2 ± 3.1</td>
</tr>
<tr>
<td>No AGN</td>
<td>660</td>
<td>13.6 ± 4.4</td>
<td>−0.78 ± 0.07</td>
<td>14.1 ± 3.0</td>
</tr>
<tr>
<td>No likely AGN</td>
<td>700</td>
<td>15.4 ± 4.0</td>
<td>−0.81 ± 0.06</td>
<td>14.6 ± 3.2</td>
</tr>
<tr>
<td>COSMOS</td>
<td>477</td>
<td>11.1 ± 3.0</td>
<td>−0.75 ± 0.08</td>
<td>13.8 ± 3.7</td>
</tr>
<tr>
<td>UDS</td>
<td>257</td>
<td>19.2 ± 8.9</td>
<td>−0.84 ± 0.15</td>
<td>18.4 ± 5.5</td>
</tr>
</tbody>
</table>

Figure 3. The uncertainty in A (per cent; ∆A = σ/A × 100, with β = −0.8) derived from 100–1000 Ω(θ) measurements on subsamples spanning different areas within the complete 1.3 deg² (up to 0.5 deg²), which is
considered to be mostly due to cosmic variance. This reveals that ∆A
decreases with increasing area, and this trend is very well fitted by a simple
power law (20 × θ^−0.35 per cent, with θ in deg², shown by the dashed line).
The simple standard deviation between results from the COSMOS and UDS
fields is also shown for comparison. The error estimated from the bootstrap
analysis and that given by extrapolating the fitted power law are also shown
for the full area.

a standard deviation of 23 per cent in the clustering amplitude,
A. When compared and combined with the previous estimation
(≈18 per cent error), it suggests an error of ∼20 per cent in the
clustering amplitude; this will be added in quadrature to the directly
calculated errors in A.

3.1.2 AGN contamination
Some of the Hα emitters are likely to contain an AGN. By using
emission-line ratio diagnostics for a small subset of emitters in
zCOSMOS, S09 estimated a contamination of ∼15 per cent AGN
in the sample. More recently, Garn et al. (2010) performed an
extended search for AGN within the sample using several methods for
identifying those sources, such as radio, X-rays and mid-IR colours.
This resulted in the identification of a maximum of 74 AGN (40 in

3.2 Real-space correlation

3.2.1 First order approximation: Limber’s equation

The real-space correlation, \( r_0 \), is a very useful description of the physical clustering of galaxies when the spatial correlation function is well described by \( \xi = (r/r_0)^\beta \). The inverse Limber transformation (Peebles 1980) can be easily used to obtain an approximation of the spatial correlation function\(^3\) from the angular correlation function, provided the redshift distribution is known. For narrow-band surveys, the expected redshift distribution depends solely on the shape of the narrow-band filter profile; this can be well approximated by a Gaussian,\(^4\) which, for the H\(\alpha\) emission line, corresponds to a redshift distribution centred at \( z = 0.845 \) with \( \sigma = 0.0075 \). This can be compared with the redshift distribution from H\(\alpha\) emitters confirmed by zCOSMOS (93 sources) which has a mean redshift of 0.844 and \( \sigma = 0.0076 \); the excellent agreement reveals that the real redshift distribution should be very close to the one assumed.

In order to calculate the real-space correlation length, \( r_0 \), and when performing the deprojection analysis, it is assumed that the redshifts are drawn from this Gaussian distribution and that the real-space correlation function is independent of redshift (cf. G08; Kovač et al. 2007) over the redshift range probed; this is a very good approximation, since the redshift distribution is extremely narrow. Contamination by sources which are not H\(\alpha\) emitters at \( z = 0.84 \) could have a significant effect on \( r_0 \), since the real redshift distribution will be different from the one assumed. Nevertheless, in S09 the sample was studied to find that only two out of 90 sources with spectroscopic redshifts that had been photometrically selected as H\(\alpha\) emitters were not real H\(\alpha\) emitters (one [S\text{ii}] 6717 emitter at \( z = 0.79 \) and a [O\text{iii}] 5007 emitter at \( z = 1.42 \), which were then removed from the sample). This conclusion is drawn from the analysis of limited spectroscopic data (~20 per cent of the HiZELS sample in COSMOS), but contamination at that level will only lead to underestimating \( r_0 \) by a maximum of 6 per cent.\(^5\) Throughout this paper, a 5 per cent correction is applied when computing \( r_0 \) to account for the expected contamination.

Computing \( r_0 \) for each realization of \( \alpha(\theta) \) fitted with a power law with \( \beta = -0.8 \) results in \( r_0 = 2.5 \pm 0.3 \) h\(^{-1}\) Mpc for the entire sample or \( r_0 = 2.6 \pm 0.3 \) h\(^{-1}\) Mpc when accounting for 5 per cent contamination. Note that the 20 per cent error in \( A \) due to cosmic variance results in an error of 11 per cent in \( r_0 \), and this is added in quadrature. However, as mentioned before, Limber’s equation is only an approximation which can potentially result in significant errors for narrow-band surveys at high redshift. Section 3.2.2 describes how \( r_0 \) is robustly calculated by fully deprojecting \( \alpha(\theta) \).

3 Limber’s equation is an approximation that breaks down for large angular separations when one uses a narrow filter, but can still be used to obtain at least a first approximation of \( r_0 \) within ~15 per cent for the NB\(\gamma\) filter used; see Section 3.2.2 for details.

4 A simpler way to model the narrow-band filter is to assume it is a top-hat; this results in a H\(\alpha\) redshift distribution of 0.845 ± 0.015. The two approaches produce results for different \( r_0 \) determinations which are consistent within 5 per cent.

5 Assuming that contaminants will not cluster significantly, the contamination fraction of \( f \) will result in a maximum underestimation of \( A \) given by \( (1 - f)^2 \), and an underestimation of \( r_0 \) given by \( -\sqrt{(1 - f)^2} \).

3.2.2 Accurate determination of \( r_0 \) for narrow-band surveys

The errors introduced by the Limber’s approximation are tackled by numerically integrating the exact equation connecting the spatial and angular correlation functions (following Simon 2007). This relation implies that spatial correlation functions described by \( \xi = (r/r_0)^\beta \) are projected as angular correlation functions with slopes \( \beta = \gamma + 1 \) for small scales and \( \beta = \gamma \) for large angular separations when using a narrow filter – see full discussion in Simon (2007).

Here, it is assumed that the spatial correlation function is given by the power law \( \xi = (r/r_0)^\beta \) (as this is able to reproduce the observed \( \alpha(\theta) \) very well with \( \gamma = -1.8 \)) and that the narrow-band filter profile is described by a Gaussian as detailed in Section 3.2.1. The following is then numerically integrated for the same angular separations as for the data, and a \( \chi^2 \) fit is done for \( \alpha(\theta) \) around the value of \( r_0 \) obtained in the previous section:

\[
\Delta \alpha(\theta) = \psi^{-1} \int_0^{\infty} \int_{\psi}^{\infty} \frac{2 f_s(s - \Delta)f_s(s + \Delta)}{R^{-r/r_0} \Delta} dRds,
\]

where \( \psi = 1 + \cos \theta \), \( \phi = 1 - \cos \theta \), \( \Delta = \sqrt{(R^2 - 2r^2\phi)/2\psi} \), and \( f_s \) is the profile of the filter being used in comoving distance (assumed to be a Gaussian distributed value with an average of 2036.3 h\(^{-1}\) Mpc and \( \sigma = 14.0 \) h\(^{-1}\) Mpc). The \( \chi^2 \) fitting results in a much more robust estimate of \( r_0 \) and allows the use of \( \alpha(\theta) \) up to larger angular separations than 600 arcsec, a regime for which a single power law starts to become inadequate (as \( \beta \) changes from \( \gamma + 1 \) to \( \gamma \); cf. Fig. 4). For the entire sample, however, this leads to little change: \( r_0 = 2.7 \pm 0.3 \) h\(^{-1}\) Mpc (this includes a 5 per cent correction for contamination, while the errors also include cosmic variance – this error estimation has been discussed in Section 3.1.1). Indeed, whilst Limber’s equation breaks down for large galaxy separations, it is shown to do well as long as only smaller angular distances are...
Table 2. The correlation length (fixing $\gamma = -1.8$ and corrected by 5 per cent for contamination) for H$\alpha$ emitters at $z = 0.84$. Samples with fixed $M_K$ have $-24.44 < M_K < -22.68$ (AB) and those with fixed $\log L_{H\alpha}$ have $41.76 < \log L_{H\alpha} < 42.22$ (erg s$^{-1}$). H$\alpha$ luminosities are given in erg s$^{-1}$, $M_K$ and $M_B$ are AB rest-frame luminosities. Unclassified sources or with no data available were not considered. Errors include cosmic variance (11 per cent of $r_0$ for the entire sample and 14 per cent of $r_0$ for samples of each individual field).

<table>
<thead>
<tr>
<th>Subsample</th>
<th>Number</th>
<th>$r_0$ ($h^{-1}$ Mpc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All emitters</td>
<td>734</td>
<td>2.74 ± 0.29</td>
</tr>
<tr>
<td>Pure star-forming</td>
<td>660</td>
<td>2.61 ± 0.28</td>
</tr>
<tr>
<td>COSMOS</td>
<td>477</td>
<td>2.67 ± 0.37</td>
</tr>
<tr>
<td>UDS</td>
<td>257</td>
<td>3.13 ± 0.52</td>
</tr>
<tr>
<td>$41.95 &lt; \log L_{H\alpha} &lt; 43.18$</td>
<td>367</td>
<td>4.84 ± 0.58</td>
</tr>
<tr>
<td>$41.61 &lt; \log L_{H\alpha} &lt; 41.95$</td>
<td>367</td>
<td>2.52 ± 0.41</td>
</tr>
<tr>
<td>$42.40 &lt; \log L_{H\alpha} &lt; 42.80$</td>
<td>46</td>
<td>5.24 ± 1.01</td>
</tr>
<tr>
<td>$42.25 &lt; \log L_{H\alpha} &lt; 42.40$</td>
<td>55</td>
<td>5.03 ± 0.96</td>
</tr>
<tr>
<td>$42.10 &lt; \log L_{H\alpha} &lt; 42.25$</td>
<td>92</td>
<td>4.55 ± 0.72</td>
</tr>
<tr>
<td>$41.88 &lt; \log L_{H\alpha} &lt; 42.10$</td>
<td>243</td>
<td>2.50 ± 0.45</td>
</tr>
<tr>
<td>$41.75 &lt; \log L_{H\alpha} &lt; 41.88$</td>
<td>173</td>
<td>2.26 ± 0.42</td>
</tr>
<tr>
<td>$41.62 &lt; \log L_{H\alpha} &lt; 41.75$</td>
<td>125</td>
<td>2.13 ± 0.55</td>
</tr>
<tr>
<td>$42.20 &lt; \log L_{H\alpha} &lt; 42.44$ (fixed $M_K$)</td>
<td>56</td>
<td>4.20 ± 0.86</td>
</tr>
<tr>
<td>$41.98 &lt; \log L_{H\alpha} &lt; 42.20$ (fixed $M_K$)</td>
<td>117</td>
<td>3.87 ± 0.58</td>
</tr>
<tr>
<td>$41.83 &lt; \log L_{H\alpha} &lt; 41.98$ (fixed $M_K$)</td>
<td>125</td>
<td>2.84 ± 0.55</td>
</tr>
<tr>
<td>$41.71 &lt; \log L_{H\alpha} &lt; 41.83$ (fixed $M_K$)</td>
<td>117</td>
<td>1.70 ± 0.51</td>
</tr>
<tr>
<td>$-26.1 &lt; M_B &lt; -24.5$</td>
<td>82</td>
<td>3.74 ± 0.69</td>
</tr>
<tr>
<td>$-24.5 &lt; M_B &lt; -24.0$</td>
<td>116</td>
<td>4.24 ± 0.63</td>
</tr>
<tr>
<td>$-24.0 &lt; M_B &lt; -23.5$</td>
<td>145</td>
<td>3.08 ± 0.51</td>
</tr>
<tr>
<td>$-23.5 &lt; M_B &lt; -23.0$</td>
<td>145</td>
<td>2.72 ± 0.43</td>
</tr>
<tr>
<td>$-23.0 &lt; M_B &lt; -22.5$</td>
<td>117</td>
<td>2.65 ± 0.54</td>
</tr>
<tr>
<td>$-22.5 &lt; M_B &lt; -20.5$</td>
<td>116</td>
<td>2.31 ± 0.49</td>
</tr>
<tr>
<td>$-24.96 &lt; M_K &lt; -24.00$ (fixed $\log L_{H\alpha}$)</td>
<td>116</td>
<td>3.99 ± 0.56</td>
</tr>
<tr>
<td>$-24.00 &lt; M_K &lt; -23.40$ (fixed $\log L_{H\alpha}$)</td>
<td>108</td>
<td>2.52 ± 0.62</td>
</tr>
<tr>
<td>$-23.40 &lt; M_K &lt; -22.84$ (fixed $\log L_{H\alpha}$)</td>
<td>112</td>
<td>2.81 ± 0.54</td>
</tr>
<tr>
<td>$-22.84 &lt; M_K &lt; -21.81$ (fixed $\log L_{H\alpha}$)</td>
<td>111</td>
<td>2.48 ± 0.50</td>
</tr>
<tr>
<td>$-23.23 &lt; M_B &lt; -21.61$</td>
<td>96</td>
<td>4.47 ± 0.77</td>
</tr>
<tr>
<td>$-21.61 &lt; M_B &lt; -21.11$</td>
<td>186</td>
<td>2.97 ± 0.44</td>
</tr>
<tr>
<td>$-21.11 &lt; M_B &lt; -20.61$</td>
<td>246</td>
<td>2.25 ± 0.30</td>
</tr>
<tr>
<td>$-20.61 &lt; M_B &lt; -20.11$</td>
<td>145</td>
<td>3.92 ± 0.63</td>
</tr>
<tr>
<td>$-20.11 &lt; M_B &lt; -18.71$</td>
<td>59</td>
<td>2.54 ± 0.92</td>
</tr>
<tr>
<td>Discs (COSMOS)</td>
<td>363</td>
<td>2.52 ± 0.32</td>
</tr>
<tr>
<td>Irregulars (COSMOS)</td>
<td>68</td>
<td>5.12 ± 0.88</td>
</tr>
<tr>
<td>Discs (SFR and $M_K$ match)</td>
<td>109</td>
<td>2.59 ± 0.45</td>
</tr>
<tr>
<td>Irregulars (SFR and $M_K$ match)</td>
<td>46</td>
<td>2.96 ± 0.80</td>
</tr>
<tr>
<td>Non-mergers (COSMOS)</td>
<td>298</td>
<td>2.30 ± 0.31</td>
</tr>
<tr>
<td>Mergers (COSMOS)</td>
<td>111</td>
<td>3.75 ± 0.50</td>
</tr>
<tr>
<td>Non-mergers (SFR and $M_K$ match)</td>
<td>128</td>
<td>2.35 ± 0.42</td>
</tr>
<tr>
<td>Mergers (SFR and $M_K$ match)</td>
<td>100</td>
<td>2.87 ± 0.56</td>
</tr>
<tr>
<td>Bulge-dominated discs (COSMOS)</td>
<td>97</td>
<td>2.72 ± 0.54</td>
</tr>
<tr>
<td>Disc-dominated discs (COSMOS)</td>
<td>204</td>
<td>2.51 ± 0.39</td>
</tr>
</tbody>
</table>

considered. Note that real-space correlations for different samples (see Table 2) are computed in the following sections using the same procedure described here.

3.2.3 The dependence of the redshift distribution on limiting line luminosity for narrow-band surveys

Since the narrow-band filter profile is not a perfect top-hat, emitters with different H$\alpha$ luminosities are detected over a slightly different range of redshifts. As the exact relation between $\xi(r)$ and $\omega(\theta)$ depends on the redshift distribution (given by the filter profile), assuming the same redshift distribution for different luminosity limits can lead to biases, especially when looking at a possible relationship between the clustering amplitude and H$\alpha$ luminosity.

This potential bias is studied by performing the same simulations described in S09. Briefly, the H$\alpha$ luminosity function presented in S09 is used to generate a fake population of emitters equally distributed over a wider range of redshifts than those probed by the narrow-band filter, and this is used to look at the recovered redshift distribution of sources as a function of measured luminosity. The redshift distribution is found to become continuously narrower with increasing H$\alpha$ luminosity limit, although all the distributions can be equally well fitted by a Gaussian. The variation can be written as a function of observed H$\alpha$ flux as

$$\sigma = -\eta \times (\log F_{H\alpha(\text{limit})} - \log F_0) + \sigma_0,$$

where $F_0$ is a flux limit at which the redshift distribution is relatively well understood and $\sigma_0$ is the width of the redshift distribution at that flux limit; for the NB$_r$ filter, $\eta = 0.00117$, as derived from simulations.

Over the luminosity range of the sample (and for the assumed luminosity function and the real filter profile), neglecting this effect results in overestimating $r_0$ by a maximum of 8 per cent; this is only found when computing $r_0$ for a sample containing the brightest 5 per cent emitters (the $\approx$40 brightest emitters, for which $\sigma \approx 0.0065$). Nevertheless, narrow-band surveys which span a much wider luminosity range will be much more sensitive to this and line-luminosity trends could naturally arise from this bias.

This luminosity dependence is fully taken into account when computing $r_0$ for subsamples defined by different H$\alpha$ luminosity/SFR limits. For the analysis of other subsamples, if the H$\alpha$ luminosity distribution does not present any clear offset from that of the entire survey, it is assumed that the redshift distribution of those subsamples is very well approximated by the complete redshift distribution.

4 THE CLUSTERING DEPENDENCIES ON HOST GALAXY PROPERTIES

As discussed in the Introduction, in the local Universe the clustering has been shown to depend on several host galaxy properties. At $z = 0.24$, Shioya et al. (2008) have shown that the clustering of H$\alpha$ emitters seems to be stronger for the most luminous sources in H$\alpha$, but so far testing and quantifying that clustering dependence at higher redshifts for H$\alpha$ emitters has not been possible, as surveys have lacked area and sample size. The HiZELS sample is large enough to achieve this.

The complete sample is divided into several subsamples in order to investigate the clustering as a function of fundamental observable host galaxy properties. These include (i) H$\alpha$ luminosity corrected for extinction as in S09 (1 mag), (ii) rest-frame K luminosity ($M_K$), (iii) rest-frame B luminosity ($M_B$) and (iv) morphological class (discs, irregulars; non-mergers, mergers). The $\omega(\theta)$ correlation function is computed for each subsample (a single example is shown in Fig. 5, presenting $\omega(\theta)$ for the brightest and faintest halves

---

6 Although intrinsically more luminous sources are detectable over a wider redshift range, their detection in the wings of the filter leads to an underestimation of their luminosity; galaxies are only measured to be luminous in H$\alpha$ when the emission line is being detected near the peak of the filter profile.
of the sample with respect to Hα luminosity). The approach detailed in the previous sections is then used by firstly computing $r_0$ using Limber’s approximation power-law fit to $\omega(\theta)$ (fixing $\beta = -0.8$ and restricting the analysis to $5 < \theta < 600$ arcsec) and then using the exact relation between the spatial and angular correlation functions to improve the $r_0$ estimation. This analysis also accounts for the potential AGN contamination in the sample, following the procedures described at the end of Section 3.1.2 [computing $\omega(\theta)$ with and without the possible AGN contaminants and using the combined distribution]. The results obtained when splitting the sample into different subsamples are presented in Table 2, Figs 6 and 7. For subsamples obtained from the complete survey area, an error of 11 per cent in $r_0$ is added in quadrature to the 1σ errors (see Section 3.1.1), while for subsamples derived based on morphology a 14 per cent error is added in quadrature to $\Delta r_0$ (for the COSMOS field only).

4.1 Hα luminosity/star formation rate

Following previous studies, such as Shioya et al. (2008), one can do a simple splitting of the sample in two halves with the same number of emitters (367 with $41.95 < \log L_{H\alpha} < 43.18$ erg s$^{-1}$ and equal number with $41.61 < \log L_{H\alpha} < 41.95$ erg s$^{-1}$) and study the clustering properties of each of those samples. Fig. 5 presents the angular correlation function obtained for the brightest and faintest halves of the sample, revealing that the brightest Hα emitters are much more clustered than the faintest ones. This is also very clear when one compares the spatial correlations obtained for each sample: while the brightest emitters in Hα present $r_0 = 4.8 \pm 0.6$ h$^{-1}$ Mpc, for the faintest emitters one finds $2.5 \pm 0.4$ h$^{-1}$ Mpc. It should also be noted that because $\gamma$ is fixed, the significant difference in $r_0$ for the two samples is not a result of the degeneracy between $\gamma$ and $r_0$ (see Fig. 2 for a similar degeneracy between $\beta$ and $A$), contrarily to studies such as Shioya et al. (2008), which allow for both $\gamma$ and $r_0$ to vary; such note is valid throughout this paper.

With the large sample of Hα emitters obtained by HiZELS at $z = 0.84$, it is possible to perform a much more detailed investigation into the relation between $r_0$ and Hα luminosity by separating the emitters into a larger number of subsamples. Fig. 6 and Table 2 show that $r_0$ increases by a factor of almost 3 from the faintest Hα galaxies to the most active star-forming galaxies found above the break in the Hα luminosity function, $L_{H\alpha}$ ($10^{42.7}$ erg s$^{-1}$; S09).

Whilst the increase of $r_0$ with $L_{H\alpha}$ can be reasonably well described by a straight-line fit ($\chi^2 = 1.4$), there are hints that there might be a stronger increase in $r_0$ around $L_{H\alpha}$. This provides a description which is in line with previous studies but gives an unprecedented degree of detail of the relation between $r_0$ and Hα luminosity/SFR. Moreover, the robustness of these results is also increased by including the small correction for the fact that samples with different luminosity limits will present a different redshift distribution just from considering the filter profile.

Recently, Orsi et al. (2009) made predictions for the clustering properties of Hα emitters using two different versions of the GAlFORM galaxy formation model. At $z = 0.84$ and for the flux limit of S09, Orsi et al. (2009) predict $r_0 \approx 4 - 5$ h$^{-1}$ Mpc. This shows that the disagreement between the data and the models found at $z = 0.24$ and 0.4 in Orsi et al. (2009) is also found at $z = 0.84$. The models predictions would be consistent with the data for flux limits two times higher due to the strong clustering dependence with Hα luminosity at $z = 0.84$; however, none of the models is able to fully reproduce this $r_0 - L_{H\alpha}$ relation at the moment.

4.2 Rest-frame continuum luminosity

Hα emitters presenting the highest rest-frame K-band luminosities ($M_K < -24$) are strongly clustered, and a general trend of an increasing $r_0$ with K-band luminosity is found (see the left-hand panel of Fig. 7), similar to what has been found for other populations of galaxies at different redshifts. This suggests that this correlation must be valid regardless of the population being observed – at least for the range of luminosities probed – and seems to simply imply that galaxies with the highest stellar masses (as these are expected to correlate very closely with K luminosity, although the contribution from the thermally pulsing asymptotic giant branch phase of stellar
evolution can lead to some scatter in the $M_\alpha$ versus stellar mass relation; cf. Maraston et al. 2006) reside in the most massive haloes. However, it is also clear that the increase of $r_0$ with rest-frame $K$ luminosity, whilst continuous, is not as pronounced as the increase with SFR.

In the local Universe, galaxies with higher $B$-band luminosities ($M_B$) are more clustered than galaxies with lower $M_B$. However, studying the clustering properties of Hα emitters at $z = 0.845$ as a function of rest-frame $B$ luminosity reveals no statistically significant trend ($< 1\sigma$) (see the middle panel of Fig. 7). These results are in reasonable agreement with recent studies (e.g. Meneux et al. 2009), which did not find any significant dependence of galaxy clustering on $B$ luminosity for a similar redshift range.

### 4.3 Morphological class

By splitting the sample into morphological classes (only for the COSMOS field; cf. S09), one finds that galaxies classified as irregulars are more clustered than those classified as discs; mergers have a measured $r_0$ which lies between these populations, but significantly above the non-mergers (see Table 2 and the right-hand panel of Fig. 7 – open circles). However, S09 found that irregulars and mergers are typically brighter in Hα and $M_K$ than discs (which completely dominate the faint end of the Hα luminosity function at $z \sim 1$). Therefore, in order to understand if the clustering really does depend on the morphological class or if this is simply a secondary effect driven by SFR and stellar mass dependencies, one needs to compare samples which are matched in $log L_{H\alpha}$ and $M_K$. This is done by using the distribution of Hα emitters in the $log L_{H\alpha} - M_K$ plane and matching irregulars with discs and mergers with non-mergers. A $\Delta log L_{H\alpha} < 0.02$ and $\Delta M_K < 0.02$ criteria is used: these values were chosen to ensure that the samples are very well matched in both Hα luminosity and $M_K$ while still retaining the sample sizes required for the analysis. The population match used still results in a severe reduction of the larger disc and non-merger samples (along with a smaller reduction of the number of irregulars and mergers), but by matching these on the basis of $M_K$ and $log L_{H\alpha}$ distribution, it is then possible to directly compare these populations on the basis of the morphological class only.

There is no significant difference in $r_0$ for the matched samples of irregulars and discs (see Fig. 7 – filled circles) within $1\sigma$. The $r_0$ difference between mergers and non-mergers is also greatly reduced, although mergers are still found to be slightly more clustered than non-mergers at $\sim 1\sigma$ level.

The sample of Hα emitters with disc morphologies has also been classified according to how much disc/bulge dominated each galaxy is (with TEST; cf. Scarlata et al. 2007). By computing the correlation length for disc-dominated discs and bulge-dominated discs, one finds that they present reasonably the same $r_0$ ($2.7 \pm 0.5$ h$^{-1}$ Mpc for disc-dominated and 2.5 $\pm$ 0.4 h$^{-1}$ Mpc for bulge-dominated galaxies). Therefore, the bulge–disc ratio of the studied star-forming disc galaxies does not have any significant effect on how these galaxies cluster at $z \sim 1$.

These results show that Hα luminosity and $M_K$ (probing stellar mass) are the key host galaxy properties driving the clustering of star-forming galaxies at $z \sim 1$, and morphology is unimportant for the clustering of galaxies at high redshift, just as has been found in the local Universe (e.g. Skibba et al. 2009).

### 4.4 Hα luminosity versus rest-frame $K$ luminosity

It has been shown that $r_0$ is very well correlated with both Hα luminosity (or SFR) and rest-frame $K$ luminosity (tracing stellar mass). On the other hand, star-forming galaxies both in the local Universe and at high redshift reveal a correlation between both, with SFR typically being higher for galaxies with higher stellar masses (see Fig. 8). Thus, how much is the correlation between $r_0$ and Hα luminosity driven by different rest-frame $K$ luminosity distributions and vice-versa?

In order to clearly test if both relations hold – or whether they are a result of a single strong relation between $r_0$ and either Hα luminosity of rest-frame $K$ luminosity – new subsamples are derived. To do this, two subregions are defined in the 2D $L_{H\alpha} - M_K$ space (see Fig. 8). To test the $r_0$-$L_{H\alpha}$ correlation at a fixed $M_K$, the region $-24.44 < M_K < -22.68$ (AB) and $41.71 < log L_{H\alpha} < 42.44$ erg s$^{-1}$ (corresponding to $4.1 < SFR < 21.8 M_\odot yr^{-1}$) is considered (see Fig. 8). This region contains 409 Hα emitters, which can be divided into four subsamples on the basis of Hα luminosities with the same distribution of $M_K$ (means of $-23.6$, $-23.7$, $-23.6$ and $-23.7$ with standard deviations of 0.5 in all instances, ordered from highest to lowest in respect to Hα luminosity). Similarly, in order to test the $r_0$-$M_K$ correlation, the sample is restricted to Hα emitters within the region defined by $-24.96 < M_K < -21.81$ (AB) and $41.76 < log L_{H\alpha} < 42.22$ erg s$^{-1}$ (see Fig. 8) in which subsamples split on the basis of their $M_K$ have the same $L_{H\alpha}$ distributions (means of $41.97$, $41.95$, $41.95$ and $41.97$ and standard deviations of 0.12 in all instances, ordered from highest to lowest in $M_K$) – cf. Table 2. The angular correlation functions of these matched subsamples are then computed and values of $r_0$ derived as fully described before.
pointed out recently by Westra et al. 2010). With the robust luminosity cut used here, this corresponds to a contamination of 8 per cent, and by removing the six confirmed contaminants from the sample of Hα emitters, the contamination is estimated to be 7 per cent for the remaining sample of 486 emitters. This results in underestimating $r_0$ by a maximum of 8.4 per cent, and $r_0$ will be corrected by 7 per cent to account for contamination in the sample at $z = 0.24$; this is 80 per cent of the maximum correction, consistent with the approach used for $z = 0.84$.

Finally, in order to obtain $r_0$ (following the same procedures as for the $z = 0.84$ sample, except AGN contamination), two redshift distributions are considered: the one assumed in Shioya et al. (2008) (a top-hat characterized by $z = 0.242 \pm 0.009$) and a redshift distribution derived from the distribution of the 69 spectroscopically confirmed Hα emitters, which can be well described by a Gaussian with an average of $z = 0.245$ and a standard deviation of $\sigma = 0.006$. In practice, the values derived from both distributions agree well, but for consistency in determining $r_0$, the Gaussian distribution will be assumed.

The correlation length results in $r_0 = 1.8 \pm 0.2 h^{-1}$ Mpc, with the error including random errors [from the standard deviation obtained after 1000 measurements of $\omega(\theta)$] and cosmic variance (assumed to affect $r_0$ by 11 per cent for this area). Only separations of $5 < \theta < 800$ arcsec are used when obtaining a power-law fit: angular separations lower than 5 arcsec are not used as $\omega(\theta)$ becomes steeper, deviating from the power law; this is simply interpreted as the transition between the two-halo and one-halo clustering, happening at $\approx 20$ kpc. It should also be noted that the Limber equation works well for this case, with the differences between using such approximation and integrating the full relation between $\omega(\theta)$ and $\xi(\theta)$ being lower than 5 per cent for $\theta < 800$ arcsec.

5.2 The clustering of Hα emitters at $z = 2.23$

It has been mentioned that Limber’s equation breaks down for large angular separations and for very narrow filters. Indeed, at $z = 2.23$ the comoving space width of the filter is extremely narrow, presenting $\sigma = 7.3 h^{-1}$ Mpc and representing only $\approx 0.2$ per cent of the total comoving distance to $z = 2.23$. This means that if the spatial correlation function of the Hα emitters is a power law $\xi = (r/r_0)^{-\beta}$, then $\omega(\theta)$, measured at $5 < \theta < 1000$ arcsec, cannot be well fitted by a power law with $\beta = -0.8$, since this regime is probing the exact change between $\beta = \gamma + 1$ and $\beta = \gamma$. The correlation length $r_0$ is therefore recomputed. This is done by using the $\omega(\theta)$ data points presented in G08 and by doing a $\chi^2$ fit to the obtained $\omega(\theta)$ from equation (3). This assumes that the spatial correlation function is a power law with $\gamma = -1.8$ (which is shown to reproduce the data very well), and only $r_0$ is allowed to vary. This procedure results in $r_0 = 2.6 \pm 0.5 h^{-1}$ Mpc, with the error being derived directly from the $\chi^2$ fit. Note that this implies a best fit $\omega(\theta)$ with $\beta \approx -1$ (for $\gamma = -1.8$) over the separations studied, agreeing well with the G08 best $\beta$ fit to $\omega(\theta)$ of $\beta = -1$. The value of $r_0$ is notably lower than the value of $r_0 = 3.6 \pm 0.4 h^{-1}$ Mpc derived by G08 from using the Limber approximation and their fitted values for $A$ and $\beta$. A further correction is applied to account for a 15 per cent known contamination (the confirmed contaminants are all at different redshifts; this results in underestimating $r_0$ by 20 per cent) based on limited spectroscopic data available at the moment (Geach et al., in preparation); this finally results in $r_0 = 3.1 \pm 0.7 h^{-1}$ Mpc (this also assumes a 14 per cent error in $r_0$ due to cosmic variance based on the area of the survey, but such uncertainty is likely to be underestimated).
5.3 The clustering evolution of Hα emitters since z = 2.23

Fig. 9 presents r0 as a function of redshift for Hα emitters; this is the first combination of self-consistent clustering measurements for Hα emitters spanning more than half of the history of the Universe (≈8 Gyr) whilst probing four different well-defined epochs. For comparison, the r0(z) predictions for dark matter haloes with a fixed minimum mass of M_{min} \geq 10^{11–12} M_☉ (Matarrese et al. 1997; Moscardini et al. 1998) are also shown. A ΛCDM cosmology is assumed, together with an evolving bias model b(z) from Moscardini et al. (1998), and the values from that study are used for various fixed minimum mass haloes (cf. G08).

The results show that Hα emitters found in HiZELS at z = 0.84 (SFRs > 3 M_☉ yr^{-1}) reside in Milky Way type haloes of M_{min} \approx 10^{12} M_☉ – the typical haloes where L^* galaxies in the local Universe reside. This contrasts with the low-Hα-luminosity galaxies for the samples at z = 0.24 and 0.4 (presenting SFRs > 0.05 M_☉ yr^{-1}). These seem to reside in much less massive haloes (M_{min} \approx 10^{11} M_☉). These low-redshift emitters also present very low stellar masses and low luminosities in all available bands and are therefore likely to be small, young, dwarf-like galaxies, very different from the already much more massive and active star-forming galaxies found at z = 0.84.

Nevertheless, motivated by the correlation between r0 and L_{Hα} found both at z = 0.24 and 0.84, it is found that if one considers only the ≈5 per cent most luminous emitters (in Hα) at z = 0.24 (a rough match in L_{Hα} to the z = 0.84 sample), then these are much more clustered than the complete sample, presenting r0 ≈ 2.4 h^{-1} Mpc; this is consistent with these emitters residing in dark matter haloes of M_{min} \approx 10^{12} M_☉. These emitters also present stellar masses closer to those presented by the z = 0.84 Hα-selected population, suggesting that the brightest z = 0.24 Hα emitters and part of the sample at z = 0.84 might be related.

At higher redshift (z = 2.23), one finds Hα emitters residing in the dark matter haloes around M_{min} \approx 10^{12} M_☉, and it is therefore possible that at least a fraction of the very active star-forming Hα emitters found at z = 2.23 (SFRs > 70 M_☉ yr^{-1}) by G08 with HiZELS will turn into the typical Hα emitters at z = 0.84 with a strong L_{Hα}^* decrease.

5.4 The dark matter host halo–L_{Hα}^* relation

The right-hand panel of Fig. 9 presents how the minimum mass of the host dark matter halo changes with measured Hα luminosity (all luminosities are derived assuming a constant 1 mag of extinction as in S09). This shows that while the host halo mass increases with luminosity at any given redshift, there seems to be a different relation for each redshift/epoch. For a given dark matter halo mass, one finds that star formation is tremendously more effective at high-redshift than at lower redshift; this difference is especially pronounced from z = 0.84 to 2.23. On the other hand, G08 and S09 demonstrated that there is a clear evolution in the Hα luminosity function, showing that the characteristic luminosity, L_{Hα}^*, evolves by a factor of >20 from the local Universe to z = 2.23; the L_{Hα}^* evolution is also most pronounced from z = 0.84 to 2.23. This suggests that there could be a relation between the host dark matter halo and L_{Hα}^* found at different epochs.

In order to investigate this, the results from the right-hand panel of Fig. 9 are shown in Fig. 10 after scaling the measured luminosities by L_{Hα}^* found at each individual redshift. Remarkably, this scaling reveals a clear relation between the typical dark matter halo host of Hα emitters and the value of L_{Hα}^*/L_{Hα}^* removing essentially all of the evolution seen in Fig. 9. Even though there is a significant evolution in the Hα emitters population from z = 2.23 to the present epoch, at L_{Hα}^*, Hα emitters seem to reside in M_{min} \approx 10^{13} M_☉ dark matter haloes, independently of cosmic time. Galaxies below the luminosity function break reside in least massive haloes, while at least for z = 0.84, Hα emitters above L_{Hα}^* seem to reside in haloes just slightly more massive than M \approx 10^{13} M_☉.

As these results suggest an epoch-independent constancy between L_{Hα}^* and the minimum mass of the dark matter halo host of Hα emitters, it seems plausible to suggest a simple connection

7 The best-fitting values for L_{Hα}^* are taken from Shioya et al. (2008) at z = 0.24, from S09 at z = 0.84, and from the recent determination of Hayes, Schaerer & Ostlin (2010) at z = 2.23. The Hayes et al. measurement combines the results of G08 with deeper HAWK-I observations, and suggests a ~0.2 dex higher value of L_{Hα}^* than G08 derived, but within the errors of that study.

Figure 10. The minimum mass of host dark matter haloes as a function of $L_\text{H}_\alpha/L_\text{H}_\alpha^* (z)$ ($L_\text{H}_\alpha^* (z)$ is the break in the H$\alpha$ luminosity function, shown to evolve greatly from the local Universe up to $z = 2.23$; see S09 for more details). This reveals a good agreement between the data at three very distinct epochs of the history of the Universe. This shows that luminous H$\alpha$ emitters reside in more massive haloes, but also that across eight billion years, emitters at the same fraction of $L_\text{H}_\alpha^*$ seem to reside in haloes of typically the same mass. Between the two properties, indeed, it is possible that the strong evolution in the break of the H$\alpha$ luminosity function is being driven by the quenching of star formation for galaxies residing in haloes much more massive than $M \approx 10^{12} M_\odot$, either because such haloes favour very intense and fast bursts of star formation, capable of using the majority of the gas or because such halo masses create the necessary conditions for AGN feedback to become important.

6 CONCLUSIONS

The clustering properties of H$\alpha$ emitters at $z = 0.84$ have been fully detailed. These emitters are moderately clustered, with their angular correlation function $\omega(\theta)$ being very well fitted by a power-law $A\theta^{-\beta}$ with $A = 15.5 \pm 4.1$ (for $\theta$ in arcsec) and $\beta = -0.81 \pm 0.05$ out to 600 arcsec (4.5 Mpc). The exact relation between the spatial and angular correlation function is used to show that the H$\alpha$ emitters at $z = 0.84$ present $r_0 = 2.7 \pm 0.3 h^{-1}$ Mpc for a spatial correlation function given by $\xi = (r/r_0)^{-1.8}$, with the errors accounting for cosmic variance.

A strong dependence of the correlation length on H$\alpha$ luminosity is found, with the most active star-forming galaxies presenting $5.2 \pm 1.0 h^{-1}$ Mpc, while the lower H$\alpha$ luminosity galaxies present a spatial correlation as low as $2.1 \pm 0.6 h^{-1}$ Mpc. The correlation length also depends on rest-frame K luminosity (broadly tracing stellar mass) for star-forming galaxies at $z \sim 1$ but not on rest-frame B luminosity (or only very weakly).

The $r_0$ correlation with $L_\text{H}_\alpha$ is fully maintained at a fixed rest-frame K luminosity, clearly revealing that it is not a simple result of the $L_\text{H}_\alpha \sim M_K$ correlation; the $r_0$-$M_K$ correlation is also maintained at a fixed $L_\text{H}_\alpha$ distribution, but slightly weakened.

Irregular galaxies and mergers are found to cluster more strongly than discs and non-mergers, respectively. This, however, seems to be driven by the different H$\alpha$ luminosity and $M_K$ distributions of the distinct populations; once they are matched on the two properties, irregulars and discs present the same $r_0$ and mergers and non-mergers are consistent within $\approx 1\sigma$. Bulge-to-disc fraction is also shown not to be important to the clustering of star-forming galaxies at $z \sim 1$, and morphology seems to be as unimportant for the clustering at high redshift as it is in the local Universe.

H$\alpha$ emitters at $z = 0.84$ found by HiZELS reside in minimum dark matter haloes of $\approx 10^{12} M_\odot$ similar to those of Milky Way type galaxies in the local Universe. Those are roughly the same as the haloes hosting the brightest H$\alpha$ emitters at $z = 0.24$ and just slightly higher mass haloes than the hosts of H$\alpha$ emitters at $z = 2.23$. Furthermore, the minimum dark matter halo mass hosting H$\alpha$ emitters increases with H$\alpha$ luminosity, and a $L_\text{H}_\alpha^*$ scaling is able to combine observational results probing the last eight billion years of the age of the Universe in one single relation. This also suggests a connection between the strong $L_\text{H}_\alpha^*$ evolution of the H$\alpha$ luminosity function and star formation being truncated in galaxies residing within dark matter haloes with masses much higher than $\approx 10^{12} M_\odot$.

The results presented in this study provide important details on the clustering and evolution of H$\alpha$-selected star-forming galaxies at $z = 0.84$, which are mostly discs, but with a significant population of irregular and mergers above $L_\text{H}_\alpha^*$. Besides identifying and quantifying clustering relations with fundamental galaxy observables at $z \sim 1$ for the first time, the results clearly show that the highest SFRs at any epoch only occur in galaxies residing within massive haloes. Dark matter haloes of a given mass seem to be more effective at providing the conditions for intense starbursts at higher redshift. On the other hand, the fact that the brightest H$\alpha$ emitters become rarer with cosmic time down to the present (seen by the strong evolution in the H$\alpha$ luminosity function; e.g. G08 and S09) suggests that the most massive haloes not only provide the conditions and the environment required for the highest SFRs to take place, but they also seem to be the sites in which the quenching of star formation in galaxies occurs across cosmic time.
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