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Abstract. | present an algorithm for inverting the luminosity functifor white
dwarfs to obtain a maximum likelihood estimate of the stanfation rate of the host
stellar population. The algorithm is of the general clasExjiectation Maximization,
and involves iteratively improving an initial guess of thiardormation rate. Tests show
that the inversion results are quite sensitive to the asdunegallicity and initial mass
function, but relatively insensitive to the initial-finalass relation and ratio of He
atmosphere white dwarfs. Application to two independem¢mheinations of the Solar
neighbourhood white dwarf luminosity function gives sianitesults: the star formation
rate is characterised by an early burst, and more recentgi€ak Gyr in the past.

1. Introduction

The white dwarf luminosity function (WDLF) is a useful tool for determining #ue
of a population of stars. The magnitude at which the function terminates is highly
time-dependent, and by fitting the faint end with theoretical WDLF modelsftsrdint
ages one can obtain a statistical estimate of the age of the population withing hav
to determine the total age of any individual white dwarf, which is considgnalbre
difficult. This technique has been applied both to single burst populations sogea
clusters (Bedin et al. 2010; GaacBerro et al. 2010) and continuous populations such
as the Galactic disk (Oswalt et al. 1996; Knox et al. 1999).

The standard equation for modelling the WDLF for a given star formationrlyisto
is (e.g. Iben & Laughlin 1989; Fontaine et al. 2001)

M,
d 00
®(Mpor) = ﬁbolllﬁ(-ro_tcool—tMS) #(M)dM (1)

M

where®(Myg)) is the number density of WDs at magnitulfig,. The derivative inside
the integral is the characteristic cooling time for WIp4t) is the star formation rate
(SFR) at timet and ¢ is the initial mass function (IMF). The integral also depends on
the lifetimes of main sequence progenitors as a function of mass and metalligity
the WD cooling times as a function of mass and luminogiy, the initial-final mass
relationm(M) and the total time since the onset of star formaflgn The integral is
over all main sequence masses that have had time to produce WDs at et pliags
with the magnitude-dependent lower limit corresponding to the solution of

To — teool(Mbol, M(M))) — tus(M, Z2) = 0
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and the upper limiMy ~ 7 Me.

From various studies of this equation (Iben & Laughlin 1989; Noh & ScafD}
it is known that the faint end of the WDLF is mostly insensitive to the SFR, and is
determined mainly by the total age of the populatitjn WDs at these magnitudes
are uniformly old, and are the remains of high mass main sequence starsrthatlf
right at the onset of star formation. It is for this reason that the faintposides
the most constraint on the total age. The picture is considerably more coteglaa
brighter magnitudes, because the WDs are a mixture of ages: both ydghgnhss
WDs that are produced by recently-formed MS progenitors, and oldaas WDs
that are produced by low mass MS stars that formed at early times. It wad toy
Noh & Scalo (1990) that time variations in the SFR may leave imprints in the WDLF
at these magnitudes, and by forward modelling methods they interpreted amaharg
feature in the WDLF aMpo ~ 10 as evidence for a burst of star formatio8 Gyr
ago. According to Noh & Scalo (1990) and equation 1, the shape of th& RAHD
intermediate magnitudes is also stronglieated by the cooling rates of WDs, and
it is possible that features in the WDLF may be interpreted as evidence tioadt!
WD cooling mechanisms (see e.g. Isern et al. 2008, and the contributiorgaEM
Bertolami to these proceedings).

This paper presents results of ongoing work on a strategy to invert theRNVD
to obtain a direct estimate of the time varying SFR. This work is driven by twtectla
guestions: given current WD cooling models, what constraint canrfesiinithe WDLF
(at all magnitudes) place on the time varying SFR? And as a corrolary to this: ca
features in the WDLF be explained exclusively by time variations in the SFRreor
additional cooling mechanisms required?

2. WhiteDwarf Luminosity Function Inversion Algorithm

To a first approximation, the two parameters that determine the total age of argvVD
the present day bolometric magnitude, and the mass. These can be usemrorge
both the total WD cooling time and the time spent on the main sequence. The@pproa
to inverting the WDLF presented here is based on the observation that isthbution
of WD mass was known at all magnitudes, then the WDLF could be immediately trans
formed to the SFR. As this quantity is generally not known observationallydifest
approach can't be used. Instead, we use the inversion technique lasoExpectation
Maximization (Dempster et al. 1977; Do & Batzoglou 2008), which is used taiob
maximum likelihood estimates of the solution to inverse problems in the presence of
missing data.

This approach involves iteratively refining an initial guess of the SFR gEmeral
procedure for each iteration is as follows. The starting point is an initisdgoéthe
star formation rate,

Yo = Yo(t), (2)

where in the present woik is flat, i.e. a constant star formation rate. This is combined
with the initial mass functiow to get the joint mass and formation time distribution of
main sequence progenitdPys, where

Pus(Mws, t) = ¢(Mms)yo(t) (3



Inverting the White Dwarf Luminosity Function 3

Using standard rules of probability density functions, we can transfosdfthe joint
mass and bolometric magnitude distribution of white dw&fs at the present day:

d(Mys, t)

Pwo(Mwp, Mbol) = Pus(Mwus, 1). | 72—
wb (Mwb, Mpol) ms(Mwms )’8(MW|3, Mbol)

(4)

This function can be seperated into a product of the marginal luminosity distnib
and the mass distribution conditioned on luminosity,

Pwp(Mwp, Mpol) = @sim(Mbot) Pwo (Mwp|Mpor) (5)

The quantitydsin, is just the WDLF for the initial guess SFR model, up to a normalisa-
tion factor. The next crucial step is to replace this with the observed WiJgEto get
the updated WD distributioR,

Plvo (Mwp, Mbol) = @obs(Mpor) Pwo (Mwp|Mpor) (6)

This updated WD distribution has the same marginal luminosity distribution as the ob-
served WDLF, and the magnitude-dependent mass distribution deriwedtffe initial
guess star formation rate model. We can now invert this distribution to obtaimpthe u
dated distribution for main sequence st&ss again using standard transformation

rules: H(M Moo)
WD» bol

—_ 7

d(Mus, t) @

The final step is to marginalidg, over the main sequence mass, to obtain the updated
star formation rate model;:

Pus(Mws, t) = Pyyp(Mwp, Mbol)

Mmax

1

1(t) = 5
w ( ) 1 - A(t) Mm%time(t)

Pus(Mws, t) dMus (8)

The integral is over all main sequence stars that produce WDs at thenpasy. In
the present work, the upper limil32* = 7M, and the variable lower IimiMkAfgt'me(t)
correponds to the mass of the main sequence star with lifétiifiee factorA corrects
for low mass MS stars that don’t form WDs at the present day, and iglatdécl

Mmgtime(t)
A(t)=f_ ¢(Mms) dMus (9)
Mmln

MS

where the lower mass limit in this case is seMQ'iS” = 0.6 My. The star formation rate
recovered by this algorithm therefore only represents stars more masaiv06 M.

It is also non-parametric, in the sense that it does not enforce anyyartionctional
form on the recovered SFR.

2.1. White Dwarf Atmosphere Types

Along with the mass and present luminosity, th&le atmosphere type is a third param-
eter dfecting the total age of a WD. This has a significaffiéet at larger cooling ages
(= 6 Gyr depending on the choice of models), with H atmosphere WDs beingérigh
at a given cooling age. The two atmosphere types can be included in thithratgim a
relatively straightforward manner. We calcul&gp in equation 4 separately for each
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atmosphere type, then take a linear combination to obtain theRgjalfor the mixed
atmosphere population, where

Pwp = aPlip + (1 - @)PiS (10)

The factora fixes the relative abundance of H and He WDs at birth, though their ratio
changes with luminosity due to the two types cooling dfedént rates. A value of
a = 0.5 is used in the present work.

3. Validation with Synthetic Data

In order to test the accuracy of the recovered SFR, we have getheraét of synthetic
WDLFs using a range of ffierent known input SFR models. This allows us to check the
performance of the algorithm in tightly controlled noise conditions, and thsitsety

to uncertainties in the various modelling inputs. In this work we use the WD cooling
sequences described in Tremblay et al. (2011) and Bergeron éd&l.)(@nd references
therein (see alseww.astro.umontreal.ca/~bergeron/CoolingModels). Figure

1 shows the results from two tests in noise-free conditions, designedrasfaopcon-
cept to verify that the algorithm works in principle on realistic models of the.3&R
each case, the synthetic WDLF (not shown) has a magnitude binninlyigfi = 0.5,
chosen to match the observed WDLF resolution in recent studies. Thétlahyqer-
forms well on smoothly varying SFRs like the exponential decay model (I&fe
overall form of the fractal SFR model on the right is recovered by thersion, al-
though at older times high frequency components in the underlying SFRsirarld
the algorithm only measures a moving average. This is a fundamental limit dfjthe a
rithm arising from the finite magnitude resolution in the WDLF.

5 . . . . 10 . . . .
Known input SFR —— Known input SFR ——
4.5 1 Recovered SFR —— Recovered SFR ——
4 4 8
'T‘_ 35 T;-‘
> -
a3 < 6
S S
X 2.5 X
2 2 Z 4
£ s &
v w
14 21
0.5
0 T T T T T T T — 0 T T T T T T T T
9 8 7 6 5 4 3 2 1 0 9 8 7 6 5 4 3 2 1 0
Lookback time [Gyr] Lookback time [Gyr]

Figurel. Testing convergence of inversion algorithm usimghetic WDLF data.
The black lines show the underlying SFR model used to gemthatartificial WDLF
in each case; the red lines show the recovered SFR model finghieration of the
algorithm. In these tests, the algorithm converged in 273hsteps.

Inverse problems are notoriously sensitive to noise. We have carries @am-
prehensive campaign of tests to assess fileetof observational errors and modelling
uncertainties on the algorithm performance. To summarise, observatioma en the
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scale of recent WDLF measurements in the Solar neighbourhood do tastroghi-
cally degrade the performance of the algorithm, and we are able to corestilyate
the true error on the inverted SFR. In terms of modelling parameters, thetlafyas
most sensitive to uncertainties in the IMF and progenitor metallicity, and lesgtigen
to the initial-final mass relation and/He atmosphere ratio. The full results will be
published separately.

4. The Solar Neighbourhood

This algorithm has been applied to two recent measurements of the WDL efSotar
neighbourhood: that of Rowell & Hambly (2011) and Harris et al. (30@@reafter
RH11 and HO6). The results are shown in figure 2. Both SFRs show a siaitar
being characterised by an early burst and a more recent peak aty2i8@ (e past.
The diference in magnitude is due to the significant incompletenes8%) of the
RH11 sample with respect to that of HO6. In both cases, the maximum lookibaek
is fixed at 9 Gyr. In figure 3 the best fit synthetic WDLFs found on cogeece of
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Figure 2.  Star formation rates recovered from two recergrd@hations of the
Solar neighbourhood WDLF, that of RH11 and HO6. The filledasagishow the &
uncertainty. In these tests, the algorithm converged inntil28 steps.

the algorithm are plotted over the observed WDLFs. The inset panelstekaatio of
the two functions. The WDLFs are fitted very well by the algorithm, particularthe
case of the HO6 WDLF, and there appears to be no significant ovendertbundance
of WDs that remains unaccounted for.

5. Conclusion

We have presented preliminary results of work to invert the WDLF. Thieesgmts a
new method of analysing the star formation history of the Solar neighboudrabd/D
populations more generally, one that is essentially independent of existiagsion
methods that use main sequence stars, such as Hernandez et al.g20@ignoni
et al. (2006). Application of the algorithm to the Solar neighbourhood WDiekg
a SFR characterised by an early burst and a recerft £ 3 Gyr ago) peak. Future
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Figure 3.  Best fit WDLFs obtained from converged SFR modelgsvshgood fit
to the observed WDLF in each case.

development work will include making the maximum lookback time a free parameter.
We also plan to compare results foffdrent sets of WD cooling models, which may
turn out to be the largest uncertainty in the recovered SFR. It would algddresting

to apply the method to other WD populations such as the thick disk, spheroid and
clusters. Single burst populations in particular would provide a usehdhraark.
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