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Plan for this talk
• Herschel-ATLAS cross-IDs:  

the nature of sources detected in a 
wide extragalactic sub-mm survey 

• Dust in ordinary galaxies:  
the sub-mm properties of optically-
selected galaxies in the low-z universe 

• The bigger picture: 
what have we learned about the local 
universe from large Herschel surveys? 

• Future prospects  
where can we go from here?



• 5 bands 100-500μm

• PSF FWHM 9-36” (18” 250μm)

• In the GAMA fields, 114000 sources 

detected at 250μm at >28mJy (4sigma)

• 38%, 9% detected at 350, 500μm

• 8%, 14% detected at 100, 160μm

NGP

SGP

GAMA15 GAMA12
GAMA9

Phase I GAMA fields: 
161 sq deg. 100-500μm

Herschel Astrophysical Terahertz Large Area Survey

E. Valiante et al.  
2016 (arxiv soon)
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and GAMA
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Figure 11. Top: the distribution of best redshifts for the
H-ATLAS reliable IDs (black solid line), and of available spectro-
scopic redshifts for the same sample (red dotted histogram), com-
pared with the distribution of spectroscopic redshifts in GAMA
(grey filled histogram). Middle: the method of estimating com-
pleteness as a function of redshift from the redshift distribu-
tion of all potential galaxy matches to SPIRE sources [n

total

(z),
light grey filled histogram], the background redshift distribution
of unassociated galaxies [n

bkgrd

(z), dark grey filled histogram],
and the redshift distribution of reliable IDs [n

reliable

(z), black
solid line; same as in upper panel]. The orange dashed line shows
the estimated redshift distribution of all true counterparts within
the optical survey, n

real

(z) = Q
0

[n
total

(z) � n
bkgrd

(z)]. Bottom:
the estimated completeness given by n

reliable

(z)/n
real

(z). See de-
scription in Section 5.2 of the text.

ence n
total

(z) � n
bkgrd

(z) therefore gives the estimated true
redshift distribution of SPIRE counterparts, n

real

(z), which
is plotted as a dashed orange line, after normalizing by Q

0

(the fraction of true counterparts which are within the opti-
cal catalogue). The completeness as a function of redshift of
the reliable IDs is estimated by the ratio n

reliable

(z)/n
real

(z),
where n

reliable

(z) is the solid black line shown in both the up-
per and middle panels. The completeness fraction is shown

Figure 12. Photometric vs. spectroscopic redshifts, as in Fig. 1,
for reliable IDs to H-ATLAS sources. Black points show the zp
of all IDs with a zs , and blue show the subset with zp errors
�z/(1+zp ) < 0.02. The lower panel shows the fractional deviations
in zp .

in the lower panel, with error bars based on the assumption
of Poisson counting statistics. The completeness of each red-
shift bin up to z = 3 is shown in Table 6. Compared with the
same statistics for SDP (S11), the Phase 1 completeness is
broadly similar, although slightly higher at z > 0.3. This dif-
ference may be partly due to cosmic variance, and perhaps
due to the greater availability of spectroscopic redshifts in
the current work. It is noticeable that the completeness re-
mains relatively high at high redshifts, and in fact appears
to be higher at z > 1 than at z ⇡ 0.7. This may relate to
a dearth of spectroscopic redshifts at 0.5 < z < 1 combined
with inaccuracies in photometric redshifts in this range (es-
pecially the bias discussed in the previous section). It is also
possible that the probability for reliably matching a SPIRE
source with its SDSS counterpart (given that it is detected
in both surveys) is higher at z > 1 compared to lower red-
shifts because the magnitude-limited SDSS catalogue is less
likely to contain correlated neighbours within the 10 arcsec
search radius. Such neighbours would of course reduce the
reliability given by equation (16). Equally, the completeness
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• Bourne et al. 2016 (submitted)


• IDs assigned based on Likelihood Ratios 
(Sutherland & Saunders 92) to SDSS r<22.4


• ~45000 (39%) SPIRE 250μm sources have 
reliable optical ID 


• Underlying fraction is Q0 = 54% have a true ID in 
SDSS: therefore overall ID completeness is 72%


• 1% of these IDs are stars; 2% are quasars; 97% 
galaxies


• Broad redshift distribution of IDs up to z=0.8; 
most IDs are at z<0.5 which is due to the limiting 
depth of SDSS


• However, Herschel is sensitive to sources at both 
low and high redshifts - the estimated full z 
distribution has a second peak at z~1.5 (250μm) 
to 2.5 (500μm) 

Fraction =               all reliable IDs as f(z)                            
all submm-bright SDSS galaxies
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Figure 9. Redshift distribution for sources with fluxes greater than 5σ in the
stated waveband. The upper plot shows the 250 µm selection, with a median
z = 1.0, the middle 350 µm with a median z = 1.8 and the lower 500 µm
with a median z = 2.5. All three show a large number of sources with z < 0.2
and a second broader distribution of sources at much higher redshifts. The
dark blue line shows those sources with spectroscopic redshifts from optical
counterparts. The red line shows those sources with optical photometric
redshifts. The green line shows the redshifts estimated from the template
for those sources with no reliable optical counterpart. The black line shows
the sum of all three distributions (the median values stated are for these
distributions). The light blue line shows the predicted redshift distributions
if we do not use the redshifts of the optical counterparts but instead the
redshifts estimated using the template.

instrumental scatter may increase the size of the low-z peak. How-
ever, most of the sources in the low-z peak come from the optical
counterparts and few of our estimated redshifts are used, particularly
at longer wavelengths. Although, there are undoubtedly H-ATLAS
sources at low redshift that do not have reliable counterparts and
which may be spuriously placed at high redshift, we do not see any
way that this could create the bimodal redshift distribution seen for
the 250 µm sample. We have also plotted in the figure the redshift
distributions we obtain if we do not use the redshifts of the opti-
cal counterparts. At 250 µm, but not at the other two wavelengths,
there is still clear evidence of a bimodal distribution. The redshift
distribution estimated by Dunlop et al. (2010) for the BLAST sur-
vey at 250 µm is quite similar to ours and shows a similar bimodal
distribution although it only contains a few tens of sources.

Eales et al. (2010) presented predicted H-ATLAS redshift dis-
tributions using models based on the SCUBA Local Universe and
Galaxy Survey (SLUGS; Dunne, Clements & Eales 2000) and the
model described in Lagache et al. (2004). The results are shown in
Fig. 10 alongside our estimated distributions. The SLUGS model

Figure 10. Redshift distribution for sources with fluxes greater than 5σ in
the stated waveband. Overlaid are the models from Eales et al. (2010). The
model from Lagache et al. (2004) is shown by the green dot–dashed line.
The red dashed line is the SLUGS model. The blue triple-dot–dashed line
shows the model from Mitchell-Wynne et al. (2012) with 1σ confidence
region in yellow. All models have been normalized to the number of sources
detected with H-ATLAS.

predicts few sources with z > 2, in strong disagreement with our
results. The Lagache et al. (2004) model predicts a bimodal distribu-
tion similar to what we find for the H-ATLAS sources and extends
to redshifts similar to our distributions. However, our high-z peaks
are at a much higher redshift than predicted by the model.

Lagache et al. (2004) used both normal and starburst galaxies
in their model. The differing cosmological evolution of these two
populations causes the bimodal distribution seen in the model. Our
redshift distribution also shows this bimodality suggesting that there
really is two populations of galaxies, although we cannot exclude
the possibility that there is a single population, and the effects
of the cosmic evolution of this population and the cosmological
model combine to produce the bimodal redshift distribution (Blain
& Longair 1996). This bimodality provides some support for the
conclusions of Lapi et al. (2011) that the high-z H-ATLAS sources
represent a different population to the low-z sources: spheroidal
galaxies in the process of formation, rather than more normal star-
forming galaxies seen at low redshift.

Mitchell-Wynne et al. (2012) created a model by estimating the
sub-mm redshift distribution from the strong cross-correlation of
Herschel sources with galaxy samples at other wavelengths, for
which the redshift distribution is known. The initial redshift distribu-
tions were obtained by using 24 µm Spitzer Multiband Imaging Pho-
tometer for Spitzer sources to cover the redshift range 0.5 < z < 3.5
and optical SDSS galaxies to cover 0 <z< 0.7. The authors estimate
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Optical IDs in SDSS 
and GAMA
• Bourne et al. 2016 (submitted)


• IDs assigned based on Likelihood Ratios 
(Sutherland & Saunders 92)


• ~45000 (39%) SPIRE 250μm sources have 
reliable optical ID


• Underlying fraction is Q0 = 54% have a true ID in 
SDSS: therefore overall ID completeness is 72%


• 1% of these IDs are stars; 2% are quasars; 97% 
galaxies


• Broad redshift distribution of IDs up to z=0.8; 
most IDs are at z<0.5 which is due to the limiting 
depth of SDSS


• However, Herschel is sensitive to sources at both 
low and high redshifts - the estimated full z 
distribution has a second peak at z~1.5 (250μm) 
to 2.5 (500μm) 
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Figure 1. The 21 broad-band combined system throughput curves colour-coded by facility as indicated. Also shown (light grey line) is the recently
measured(optical)/predicted(mid and far-IR) CSED derived by Driver et al. (2012). This CSED can be thought of as an energy weighted ‘canonical’ galaxy
SED and highlights how the GAMA PDR filter set samples the key energy regime for nearby and low-redshift galaxies. Note filters are scaled to a peak
throughput of 1 except UKIRT which are scaled to 0.5 for clarity.

Data Release 7 (SDSS DR7; Abazajian et al. 2009), the VLT Survey
Telescope (VST) Kilo-degree Survey (VST KiDS; de Jong et al.
2013), the VIsta Kilo-degree INfrared Galaxy survey (VIKING;
see description of the ESO Public Surveys in Edge et al. 2013), the
Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010), and
the Herschel Astrophysical Terahertz Large Area Survey (Herschel-
ATLAS; Eales et al. 2010). All of these facilities have uniformly
surveyed the four largest1 GAMA regions referred to as G09, G12,
G15, and G23 (with only the latter field not covered by SDSS). In
the future, the GAMA regions will be surveyed at radio wavelengths
by Australian Square Kilometer Array Pathfinder (ASKAP) (as part
of the WALLABY or DINGO surveys) and at X-ray wavelengths
by eROSITA.

Combined, the four prime GAMA regions cover 230 deg2 and
have uniform spectroscopic coverage to rPetro < 19.8 mag (G09,
G12, G15) or iKron < 19.2 mag (G23), using a target catalogue
constructed from SDSS DR7 (G09, G12, and G15) or VST KiDS
(G23) imaging. The original GAMA concept is described in Driver
et al. (2009), the tiling algorithm in Robotham et al. (2010), the
input catalogue definition in Baldry et al.(2010), the optical/near-
IR imaging pipeline in Hill et al. (2011), the spectroscopic pipeline
in Hopkins et al. (2013), and the first two data releases including
a complete analysis of the spectroscopic campaign and redshift
success, in Driver et al. (2011), and Liske et al. (2015), respectively.

One of the scientific motivations is to assemble a comprehen-
sive flux limited sample of ∼221 000 galaxies with near-complete,
robust, fully-sampled spectroscopic coverage and robust panchro-
matic flux measurements from the UV to the far-IR and thereafter
apply spectral energy distribution (SED) analysis codes to derive
fundamental quantities (e.g. stellar mass, dust mass, opacity, dust
temperature, star formation rates etc).

In this paper, we describe the processing and bulk analysis of
the panchromatic data and our discussion is divided into three key
sections. Section 2 outlines the genesis and unique pre-processing
of each imaging data set into a common astrometric mosaic for each
region in each band (referred to hereafter as the GAMA SWarps),
i.e. homogenization of the data. Section 3 outlines our initial ef-

1 GAMA’s fifth region, G02, covers 20 deg2 and overlaps with one of the
deep XXM XXL fields, see Liske et al. (2015) for further details.

forts towards combining the various flux measurements from FUV
to far-IR which include a combination of aperture-(and seeing)-
matched photometry (SDSS/VIKING), table matching (GALEX,
SDSS/VIKING, WISE), curve-of-growth with automated edge de-
tection (GALEX), and optical motivated far-IR source detection
(SDSS, SPIRE, PACS). In Section 4, we demonstrate and test the
robustness of the Panchromatic Data Release (PDR). Finally in
Section 5, we provide an empirical measurement of the FUV-far-IR
(0.1–500 µm) energy output of the Universe in three volume-limited
slices centred at 0.5, 1.5, and 2.5 Gyr in lookback time. Note that
by energy output we refer to the energy being generated per Mpc3

as opposed to the energy flowing through an Mpc3 (e.g. Driver et al.
2008, 2012; Hill et al. 2010). This is important as the former refers
to the instantaneous energy production rate of the Universe (i.e.
the luminosity density), whereas the latter is the integrated energy
production over all time, including the relic CMB photons (e.g.
Domı́nquez et al. 2011).

Throughout this paper we use H0 = 70 h70 km s−1 Mpc−1 and
adopt !M = 0.27 and !" = 0.73 (Komatsu et al. 2011). All mag-
nitudes are reported in the AB system.

2 PANCHRO MATIC DATA G ENESIS

Fig. 1 shows the wavelength grasp of the 21 broad-band filters.
The response curves represent the combined system throughputs,
normalized to a peak throughput of 1. Also shown as a line (in light
grey) is the nearby energy output from the combined z < 0.1 galaxy
population derived from optical/near-IR analysis of the GAMA data
set (see Driver et al. 2012). This highlights how the various bands
are sampling the stellar, polycyclic aromatic hydrocarbons, warm
(temperature ∼50 K) and cool (temperature ∼20 K) dust emissions
of the low-redshift galaxy population (the curve is shown for the
energy output at z = 0). In this section, we start the process of
constructing individual SEDs for every object within the GAMA
main survey.

The first step is to place the diverse data on to a common astromet-
ric grid. Table 1 defines the extent of the GAMA PDR regions. We
then use the TERAPIX SWARP package (see Bertin 2010) to build single
image mosaics for each waveband and each region (see Hill et al.
2011). The SWarp package uses the tangent plane (TAN) World Co-
ordinate System (WCS) to create a gnomic tangent plane projection

MNRAS 455, 3911–3942 (2016)
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GAMA panchromatic data release 3923

Figure 14. 20 band panchromatic imaging for a 1 arcmin × 1 arcmin re-
gion centred on GAMA galaxy G371633. Filters increase in wavelength
proceeding from left to right and top to bottom, note the SDSS z filter is
omitted, i.e. FUV, NUV, u, g, r, i, Z, Y, J, H, K, W1, W2, W3, W4, 100, 160,
250, 350, 500. Produced using the GAMA !: http://gama-psi.icrar.org/.

(2) run SEXTRACTOR in dual object mode with r as the primary
band,

(3) identify the SEXTRACTOR object closest to the central pixel
(2 arcsec max),

(4) extract the photometry for this object in the two bands,
(5) repeat for all bands.

In essence this process relies on SDSS DR7 for the initial source
detection and initial classification including an r-band Petrosian
flux limit to define the input catalogue. However, the final deblend-
ing and photometry is ultimately based on SEXTRACTOR (using the
parameters described in Liske et al. 2015 optimized for our con-
volved data). An identical aperture and mask and deblend solution
– initially defined in the r band – is then applied to the ugizZYJHKs

bands. In order to manage this process efficiently for 220k objects
we use an in-house software wrapper, IOTA.

3.2 Recalibration of the u to Ks photometry

The VIKING data are relatively new and to assess the absolute
zero-point errors, we test the consistency of the photometry be-
tween our measured VIKING data and the 2MASS point source
catalogue. We achieve this by extracting all catalogued stars in
the extended GAMA regions from InputCatv06 which itself is de-
rived from SDSS DR7 (see Baldry et al. 2010). To obtain near-IR
flux measurements we uploaded the objects classified as stars (see
Baldry et al. 2010) to the IPAC IRSA and queried the 2MASS All-

Figure 15. Upper left: a colour composite image of G79334 produced by
combining the SDSS g and r with the VIKING H band images. Overlaid are
the contours from SPIRE-250 band. GAMA IDs are marked. Upper right:
a colour composite of G79334 from GALEX NUV, VIKING Z and Ks and
with contours overlaid from WISE. Lower left: a 2 arcmin × 2 arcmin colour
composite centred on G48432 made from data extracted from the GAMA
SDSS r and i SWarp combined with the VIKING H SWarp and with the
apertures used for the aperture-matched photometry overlaid (lower right). A
composite colour image of G48432 made from GALEX FUV (blue channel),
WISE W1 (green channel) and SPIRE 250 µm (red channel and contours). All
images produced using the online GAMA ! tool: http://gama-psi.icrar.org/.

Sky Point Source Catalogue (on 2013-06-07). We obtained 498 637
matches for which photometry existed in one or more of the 2MASS
bands (JHKs). This sample was trimmed to the exact GAMA RA
extents to produce catalogues of 201 671, 92 224, and 131 976 stars
in G09, G12, and G15, respectively. We ran IOTA on these objects
to derive ugrizZYJHKs photometry based on Kron apertures with
a minimum aperture diameter of 5 arcsec. Figs 16 and 17 show
the resulting zero-point comparisons versus magnitude (left-hand
panels) and versus the VIKING (J − K)AB colour (right-hand pan-
els) for filters ugrizZJHKs (top to bottom), respectively. Note that
for the ugriz bands, we compare directly to SDSS PSF magnitudes
corrected to AB (i.e. uAB = uSDSS − 0.04 and zAB = zSDSS + 0.02)
for the ZJHKs bands we convert the 2MASS magnitudes into the
VISTA passband system, using the colour transformations derived
by the VISTA Variables in the Via Lactea Survey (VVV) team (Soto
et al. 2013) which are

JVISTA = J2MASS − 0.077(J2MASS − H2MASS), (2)

HVISTA = H2MASS + 0.032(J2MASS − H2MASS), (3)

KVISTA = K2MASS + 0.010(J2MASS − K2MASS). (4)

Finally, we implement the Vega to AB correction appropriate for
the VISTA filters, see Table 2.

At brighter magnitudes the deeper VIKING data will suffer from
saturation, and at fainter magnitudes the shallow 2MASS data

MNRAS 455, 3911–3942 (2016)
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• Aperture-matched UV to mid-IR 
photometry from GAMA allows us to 
explore the nature of galaxies 
selected by H-ATLAS


• The main GAMA sample is r<19.8: 
GAMA contains 52% of our galaxy 
IDs, but includes most of the 
galaxies at z<0.4



Optical IDs in SDSS 
and GAMA

• Aperture-matched UV to mid-IR 
photometry from GAMA allows us to 
explore the nature of galaxies 
selected by H-ATLAS


• The main GAMA sample is r<19.8: 
GAMA contains 52% of our galaxy 
IDs, but includes most of the 
galaxies at z<0.4

• IDs sample broad range of 
magnitudes in UV, optical, NIR, MIR 


• Flatter magnitude distribution in the 
optical and UV compared with GAMA 
main galaxy sample
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Diversity of galaxies detected in H-ATLAS
20 N. Bourne et al.

Figure 18. A WISE colour-colour diagram for reliable H-ATLAS
IDs in GAMA, compared with the full GAMA sample (greyscale
contours). Only objects detected in all three bands at SNR > 3

are plotted. The dashed line delineates the locus of AGN following
Jarrett et al. (2011), converted from Vega to AB colours, and the
error bars represent the median errors of the H-ATLAS sample.

lated by dividing the integrated IR luminosity (W) by
the rest-frame FUV luminosity (⌫L⌫/W). The range of
IR/UV ratios probed by H-ATLAS IDs in GAMA/GALEX
is similar to that in the Herschel+GALEX -selected sam-
ple of Buat et al. (2010). As expected, it is less biased
towards high ratios than IRAS -selected LIRGs (e.g. How-
ell et al. 2010), and less biased towards low ratios than
UV-selected samples (e.g. Meurer et al. 1999; Kong et al.
2004; Overzier et al. 2011). These other samples have typi-
cal log(IR/UV) ⇠ 2 and ⇠ 0–1 respectively, compared with
the median log(IR/UV) = 0.95 in the current sample. The
IR/UV ratio traces the relative rates of obscured and un-
obscured star formation, and in Fig. 20 it shows a strong
correlation with IR luminosity, and a weaker correlation
with the UV spectral index �. We use the GALEX colour
�
GLX

= (log fFUV � log fNUV )/(log �FUV � log �NUV ) to
estimate �, following Kong et al. (2004). The correlation
between IR/UV and � is well-documented in the litera-
ture, and has been shown to depend strongly on the star-
formation history, with galaxies dominated by younger stel-
lar populations having higher IR/UV for the same value of
� (Kong et al. 2004; Buat et al. 2012). The heterogenous
H-ATLAS sample therefore shows a large amount of scatter
in this relationship. At a given value of �

GLX

, the sam-
ple spans a range of IR/UV ratios that encompasses the
relationships for starbursts from Kong et al. (2004), and re-
solved late-type discs from Boissier et al. (2007). The best-
fit relationship from Wijesinghe et al. (2011), based on the
H-ATLAS SDP+GAMA sample, unsurprisingly provides a
good fit to our sample, but clearly a single IR/UV–� re-
lationship cannot be assumed without accounting for addi-
tional variables within the sample.

Figure 19. Total IR luminosities of all reliable extragalactic
H-ATLAS IDs as a function of redshift. Luminosities were esti-
mated by fitting the 100-500µm fluxes with a modified blackbody
SED with fixed � = 1.82 and free temperature and normalization,
and applying a correction factor of 1.35 as described in the text.
For the subset of IDs in GAMA, we colour the data by the r -band
absolute magnitude measured from kcorrect.

7 CONCLUSIONS

In this paper we have described the process of obtaining re-
liable optical and multi-wavelength counterparts to submm
sources in the H-ATLAS Phase 1 data release with UV to
near-IR data from SDSS, GAMA and other wide-area sur-
veys. The catalogues described in this paper represent a fac-
tor 10 increase in area compared with the previous data
release (SDP; S11) and an even greater increase in the num-
ber of sources due to improvements in the source extraction
described in Paper I.

We searched for counterparts within a radius of 10 arc-
sec around all � 4� SPIRE sources in the H-ATLAS cat-
alogues, corresponding to an average flux limit of 27.8mJy
at 250µm. For the matching catalogue, we used primary ob-
jects from SDSS DR7 and DR9 with r

model

< 22.4, remov-
ing spurious deblends by visual inspection of objects with
deblend flags. We used likelihood ratios to measure the re-
liability of all potential matches in this catalogue, and we
also inspected by eye a subset of bright sources to validate
the automated process and correct missing ID information
for bright galaxies and stars.

The intrinsic fraction of H-ATLAS sources which have
a counterpart in the SDSS r < 22.4 catalogue (irrespective
of whether the counterpart could be reliably identified) is
Q

0

= 0.539± 0.001 overall (0.519± 0.001 for extragalactic ob-
jects; 0.020 ± 0.002 for stars). The extragalactic value is sig-
nificantly lower than that found by S11 in the SDP release,
but this can be explained by changes in the methodology
leading to an improved estimate of Q

0

.
While Q

0

represents the theoretical maximum identifi-
cation rate for H-ATLAS sources in SDSS, in reality it is
not possible to obtain reliable counterparts for this fraction
of sources due to the ambiguity of matching submm sources
with a PSF of 18 arcsec to optically detected sources, and

MNRAS 000, 1–23 (2016)

• Multi-wavelength 
properties of galaxies 
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z<0.5
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Figure 15. Histograms (solid coloured lines) of the magnitudes of reliable H-ATLAS IDs in NUV , r , K and W4 (22µm). The background
distributions in each band are shown by the filled histogram. The r -band histogram contains all SDSS objects in the optical catalogue
(including stars, galaxies and quasars). The dashed grey line shows the distribution of r -band magnitudes in the GAMA galaxy sample.
For comparison, we show the magnitude distribution of all reliable IDs in SDSS (solid red line), and that of IDs in GAMA (dotted red
line). Photometry in the other bands is drawn from the GAMA photometric catalogue only.

Figure 16. Rest-frame colour-magnitude diagrams in NUV � r

and g � r for reliable IDs in GAMA, in comparison to the full
GAMA sample (greyscale contours). The thick dashed line in
each panel shows the red sequence derived from the GAMA sam-
ple in Bourne et al. (2012). Note that H-ATLAS selects galaxies
throughout the full locus of GAMA galaxies.

Figure 17. Rest-frame UVJ colour-colour diagrams for reliable
IDs in GAMA, in comparison to the full GAMA sample (greyscale
contours). Note that H-ATLAS selects galaxies throughout the
full locus of the GAMA sample, including both passive and star-
forming galaxies according to the diagnostic given by the dashed
line (Williams et al. 2009). The sharp edge seen in the top-left
locus of the data is artificial and results from the library of model
SEDs within kcorrect, which limit the range of colours in these
reconstructed photometric bands.

(ULIRGs, L
IR

> 10

12L� and LIRGs, L
IR

> 10

11L�), but is
su�cient to estimate the luminosities of typical star-forming
galaxies on average. Figure 19 shows the integrated lumi-
nosities of the H-ATLAS IDs as a function of redshift. The
sample spans a wide range of IR luminosities but becomes
dominated by LIRGs at z & 0.25.

The rest-frame IR-to-UV luminosity ratio was calcu-

MNRAS 000, 1–23 (2016)
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Figure 18. A WISE colour-colour diagram for reliable H-ATLAS
IDs in GAMA, compared with the full GAMA sample (greyscale
contours). Only objects detected in all three bands at SNR > 3

are plotted. The dashed line delineates the locus of AGN following
Jarrett et al. (2011), converted from Vega to AB colours, and the
error bars represent the median errors of the H-ATLAS sample.

lated by dividing the integrated IR luminosity (W) by
the rest-frame FUV luminosity (⌫L⌫/W). The range of
IR/UV ratios probed by H-ATLAS IDs in GAMA/GALEX
is similar to that in the Herschel+GALEX -selected sam-
ple of Buat et al. (2010). As expected, it is less biased
towards high ratios than IRAS -selected LIRGs (e.g. How-
ell et al. 2010), and less biased towards low ratios than
UV-selected samples (e.g. Meurer et al. 1999; Kong et al.
2004; Overzier et al. 2011). These other samples have typi-
cal log(IR/UV) ⇠ 2 and ⇠ 0–1 respectively, compared with
the median log(IR/UV) = 0.95 in the current sample. The
IR/UV ratio traces the relative rates of obscured and un-
obscured star formation, and in Fig. 20 it shows a strong
correlation with IR luminosity, and a weaker correlation
with the UV spectral index �. We use the GALEX colour
�
GLX

= (log fFUV � log fNUV )/(log �FUV � log �NUV ) to
estimate �, following Kong et al. (2004). The correlation
between IR/UV and � is well-documented in the litera-
ture, and has been shown to depend strongly on the star-
formation history, with galaxies dominated by younger stel-
lar populations having higher IR/UV for the same value of
� (Kong et al. 2004; Buat et al. 2012). The heterogenous
H-ATLAS sample therefore shows a large amount of scatter
in this relationship. At a given value of �

GLX

, the sam-
ple spans a range of IR/UV ratios that encompasses the
relationships for starbursts from Kong et al. (2004), and re-
solved late-type discs from Boissier et al. (2007). The best-
fit relationship from Wijesinghe et al. (2011), based on the
H-ATLAS SDP+GAMA sample, unsurprisingly provides a
good fit to our sample, but clearly a single IR/UV–� re-
lationship cannot be assumed without accounting for addi-
tional variables within the sample.

Figure 19. Total IR luminosities of all reliable extragalactic
H-ATLAS IDs as a function of redshift. Luminosities were esti-
mated by fitting the 100-500µm fluxes with a modified blackbody
SED with fixed � = 1.82 and free temperature and normalization,
and applying a correction factor of 1.35 as described in the text.
For the subset of IDs in GAMA, we colour the data by the r -band
absolute magnitude measured from kcorrect.

7 CONCLUSIONS

In this paper we have described the process of obtaining re-
liable optical and multi-wavelength counterparts to submm
sources in the H-ATLAS Phase 1 data release with UV to
near-IR data from SDSS, GAMA and other wide-area sur-
veys. The catalogues described in this paper represent a fac-
tor 10 increase in area compared with the previous data
release (SDP; S11) and an even greater increase in the num-
ber of sources due to improvements in the source extraction
described in Paper I.

We searched for counterparts within a radius of 10 arc-
sec around all � 4� SPIRE sources in the H-ATLAS cat-
alogues, corresponding to an average flux limit of 27.8mJy
at 250µm. For the matching catalogue, we used primary ob-
jects from SDSS DR7 and DR9 with r

model

< 22.4, remov-
ing spurious deblends by visual inspection of objects with
deblend flags. We used likelihood ratios to measure the re-
liability of all potential matches in this catalogue, and we
also inspected by eye a subset of bright sources to validate
the automated process and correct missing ID information
for bright galaxies and stars.

The intrinsic fraction of H-ATLAS sources which have
a counterpart in the SDSS r < 22.4 catalogue (irrespective
of whether the counterpart could be reliably identified) is
Q

0

= 0.539± 0.001 overall (0.519± 0.001 for extragalactic ob-
jects; 0.020 ± 0.002 for stars). The extragalactic value is sig-
nificantly lower than that found by S11 in the SDP release,
but this can be explained by changes in the methodology
leading to an improved estimate of Q

0

.
While Q

0

represents the theoretical maximum identifi-
cation rate for H-ATLAS sources in SDSS, in reality it is
not possible to obtain reliable counterparts for this fraction
of sources due to the ambiguity of matching submm sources
with a PSF of 18 arcsec to optically detected sources, and

MNRAS 000, 1–23 (2016)

contours = GAMA galaxies
colours = H-ATLAS IDs

20 N. Bourne et al.

Figure 16. Rest-frame colour-magnitude diagrams in NUV � r

and g � r for reliable IDs in GAMA, in comparison to the full
GAMA sample (greyscale contours). The thick dashed line in
each panel shows the red sequence derived from the GAMA sam-
ple in Bourne et al. (2012). Note that H-ATLAS selects galaxies
throughout the full locus of GAMA galaxies.

not possible to obtain reliable counterparts for this fraction
of sources due to the ambiguity of matching submm sources
with a PSF of 18 arcsec to optically detected sources, and
the poor correlation between the fluxes in these two wave-
bands. We found ‘reliable’ counterparts (reliability R � 0.8)
for 44,929 submm sources and estimated that this sample
has an overall completeness of 72.4 per cent and cleanness
of 95.2 ± 0.1 per cent. The sample is dominated by galax-
ies (97 per cent), although 435 stars and 459 spectroscopi-
cally identified quasars are also reliably identified, in addi-
tion to 352 quasar candidates (unresolved objects without
spectroscopy but with non-stellar colours). The stellar IDs
are incomplete and uncertain as a result of poor statistical
knowledge of the magnitude distribution of submm-emitting
stars; further work in this area would improve the e�ciency
of the LR procedure for stars. The R � 0.8 reliability cut
excludes some sources with multiple optical counterparts
(chance alignments, mergers and pairs/groups with small

Figure 17. Rest-frame UVJ colour-colour diagrams for reliable
IDs in GAMA, in comparison to the full GAMA sample (greyscale
contours). H-ATLAS galaxies are colour-coded by the to-

tal IR luminosity estimated from the 100-500µm photom-
etry as described in Section 6.3. Note that H-ATLAS selects
galaxies throughout the full locus of the GAMA sample, including
both passive and star-forming galaxies according to the diagnos-
tic given by the dashed line (Williams et al. 2009). The sharp
edge seen in the top-left locus of the data is artificial and results
from the library of model SEDs within kcorrect, which limit
the range of colours in these reconstructed photometric bands.

projected separations can all lead to a completely blended
submm source), but we estimate that the incompleteness re-
sulting from the existence of multiple counterparts is small
(⇠ 1 per cent).

Finally we investigated some of the multi-wavelength
properties of H-ATLAS galaxies with counterparts in
GAMA. We measured the redshift distribution of H-ATLAS
reliable IDs, which is broadly distributed, peaking between
0.1 < z < 0.8, although there are many H-ATLAS sources
that fall below the optical detection limit of SDSS, which are
likely to extend to higher redshifts. We showed that there
is a poor correlation between submm flux and optical mag-
nitude, but that H-ATLAS is sensitive to a wide variety of
galaxy types (classified by colour) similar to that probed by
GAMA. For example, H-ATLAS IDs fill the locus occupied
by the GAMA colour-magnitude relation in both g � r and
NUV�r, and about 9 per cent of H-ATLAS/GAMA matches
are classified as passive by their UV J colours (Williams et al.
2009), compared with 35 per cent of the GAMA sample.

The H-ATLAS galaxies span five orders of magnitude
in integrated IR luminosity at z < 0.5, and more than two
orders of magnitude in IR/UV luminosity ratio. This sam-
ple is far less biased than earlier wide-field far-IR-selected
samples (e.g. IRAS) and represents a valuable census of
dust emission throughout the galaxy population at low to
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Figure 18. A WISE colour-colour diagram for reliable H-ATLAS
IDs in GAMA, compared with the full GAMA sample (greyscale
contours). Only objects detected in all three bands at SNR > 3

are plotted. The dashed line delineates the locus of AGN following
Jarrett et al. (2011), converted from Vega to AB colours, and the
error bars represent the median errors of the H-ATLAS sample.

lated by dividing the integrated IR luminosity (W) by
the rest-frame FUV luminosity (⌫L⌫/W). The range of
IR/UV ratios probed by H-ATLAS IDs in GAMA/GALEX
is similar to that in the Herschel+GALEX -selected sam-
ple of Buat et al. (2010). As expected, it is less biased
towards high ratios than IRAS -selected LIRGs (e.g. How-
ell et al. 2010), and less biased towards low ratios than
UV-selected samples (e.g. Meurer et al. 1999; Kong et al.
2004; Overzier et al. 2011). These other samples have typi-
cal log(IR/UV) ⇠ 2 and ⇠ 0–1 respectively, compared with
the median log(IR/UV) = 0.95 in the current sample. The
IR/UV ratio traces the relative rates of obscured and un-
obscured star formation, and in Fig. 20 it shows a strong
correlation with IR luminosity, and a weaker correlation
with the UV spectral index �. We use the GALEX colour
�
GLX

= (log fFUV � log fNUV )/(log �FUV � log �NUV ) to
estimate �, following Kong et al. (2004). The correlation
between IR/UV and � is well-documented in the litera-
ture, and has been shown to depend strongly on the star-
formation history, with galaxies dominated by younger stel-
lar populations having higher IR/UV for the same value of
� (Kong et al. 2004; Buat et al. 2012). The heterogenous
H-ATLAS sample therefore shows a large amount of scatter
in this relationship. At a given value of �

GLX

, the sam-
ple spans a range of IR/UV ratios that encompasses the
relationships for starbursts from Kong et al. (2004), and re-
solved late-type discs from Boissier et al. (2007). The best-
fit relationship from Wijesinghe et al. (2011), based on the
H-ATLAS SDP+GAMA sample, unsurprisingly provides a
good fit to our sample, but clearly a single IR/UV–� re-
lationship cannot be assumed without accounting for addi-
tional variables within the sample.

Figure 19. Total IR luminosities of all reliable extragalactic
H-ATLAS IDs as a function of redshift. Luminosities were esti-
mated by fitting the 100-500µm fluxes with a modified blackbody
SED with fixed � = 1.82 and free temperature and normalization,
and applying a correction factor of 1.35 as described in the text.
For the subset of IDs in GAMA, we colour the data by the r -band
absolute magnitude measured from kcorrect.

7 CONCLUSIONS

In this paper we have described the process of obtaining re-
liable optical and multi-wavelength counterparts to submm
sources in the H-ATLAS Phase 1 data release with UV to
near-IR data from SDSS, GAMA and other wide-area sur-
veys. The catalogues described in this paper represent a fac-
tor 10 increase in area compared with the previous data
release (SDP; S11) and an even greater increase in the num-
ber of sources due to improvements in the source extraction
described in Paper I.

We searched for counterparts within a radius of 10 arc-
sec around all � 4� SPIRE sources in the H-ATLAS cat-
alogues, corresponding to an average flux limit of 27.8mJy
at 250µm. For the matching catalogue, we used primary ob-
jects from SDSS DR7 and DR9 with r

model

< 22.4, remov-
ing spurious deblends by visual inspection of objects with
deblend flags. We used likelihood ratios to measure the re-
liability of all potential matches in this catalogue, and we
also inspected by eye a subset of bright sources to validate
the automated process and correct missing ID information
for bright galaxies and stars.

The intrinsic fraction of H-ATLAS sources which have
a counterpart in the SDSS r < 22.4 catalogue (irrespective
of whether the counterpart could be reliably identified) is
Q

0

= 0.539± 0.001 overall (0.519± 0.001 for extragalactic ob-
jects; 0.020 ± 0.002 for stars). The extragalactic value is sig-
nificantly lower than that found by S11 in the SDP release,
but this can be explained by changes in the methodology
leading to an improved estimate of Q

0

.
While Q

0

represents the theoretical maximum identifi-
cation rate for H-ATLAS sources in SDSS, in reality it is
not possible to obtain reliable counterparts for this fraction
of sources due to the ambiguity of matching submm sources
with a PSF of 18 arcsec to optically detected sources, and
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Figure 20. Ratio of rest-frame total IR luminosity to rest-frame
FUV -band luminosity (⌫L⌫ ) for H-ATLAS sources which have
reliable IDs in GAMA and FUV detections from GALEX, as
a function of L

IR

(top) and �
GLX

(bottom), where �
GLX

=

(log fFUV �log fNUV )/(log �FUV �log �NUV ) as defined by Kong
et al. (2004). Also shown on the lower panel are the best-fit rela-
tions for local starbursts (Kong et al. 2004), local late-type galax-
ies (Boissier et al. 2007), and galaxies selected from the H-ATLAS
SDP+GAMA (Wijesinghe et al. 2011).

the poor correlation between the fluxes in these two wave-
bands. We found ‘reliable’ counterparts (reliability R � 0.8)
for 44,929 submm sources and estimated that this sample
has an overall completeness of 72.4 per cent and cleanness
of 95.3 ± 0.1 per cent. The sample is dominated by galax-
ies (97 per cent), although 435 stars and 459 spectroscopi-
cally identified quasars are also reliably identified, in addi-
tion to 352 quasar candidates (unresolved objects without
spectroscopy but with non-stellar colours). The stellar IDs
are incomplete and uncertain as a result of poor statistical
knowledge of the magnitude distribution of submm-emitting
stars; further work in this area would improve the e�ciency
of the LR procedure for stars. The R � 0.8 reliability cut
excludes some sources with multiple optical counterparts
(chance alignments, mergers and pairs/groups with small
projected separations can all lead to a completely blended
submm source), but we estimate that the incompleteness re-

sulting from the existence of multiple counterparts is small
(⇠ 1 per cent).

Finally we investigated some of the multi-wavelength
properties of H-ATLAS galaxies with counterparts in
GAMA. We measured the redshift distribution of H-ATLAS
reliable IDs, which is broadly distributed, peaking between
0.1 < z < 0.8, although there are many H-ATLAS sources
that fall below the optical detection limit of SDSS, which are
likely to extend to higher redshifts. We showed that there
is a poor correlation between submm flux and optical mag-
nitude, but that H-ATLAS is sensitive to a wide variety of
galaxy types (classified by colour) similar to that probed by
GAMA. For example, H-ATLAS IDs fill the locus occupied
by the GAMA colour-magnitude relation in both g � r and
NUV�r, and about 9 per cent of H-ATLAS/GAMA matches
are classified as passive by their UV J colours (Williams et al.
2009), compared with 35 per cent of the GAMA sample.

The H-ATLAS galaxies span five orders of magnitude
in integrated IR luminosity at z < 0.5, and more than two
orders of magnitude in IR/UV luminosity ratio. This sam-
ple is far less biased than earlier wide-field far-IR-selected
samples (e.g. IRAS) and represents a valuable census of
dust emission throughout the galaxy population at low to
intermediate redshifts, as well as many rare objects at high
redshifts.

This H-ATLAS data release provides an important
legacy of far-IR/submm photometry over a large sky area,
and the multi-wavelength catalogue described in this paper
has unrivalled potential for studying the interstellar medium
and obscured star formation in a large sample of galaxies up
to redshift z . 1. All of the data described in this paper and
in Paper I are available from www.h-atlas.org.
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match to have R � 0.8, but can be recovered by assum-
ing that the sum of their reliabilities meets this threshold
(Fleuren et al. 2012). In Phase 1, 3485 SPIRE sources have
multiple extragalactic counterparts whose

P
R � 0.8, but for

which no single counterpart meets the threshold. This esti-
mate for the missed multiple counterparts is smaller than
that from the LR threshold (6500), because there will be
systems where multiple low-reliability (but high-LR) coun-
terparts do not have a high combined reliability. Following
Fleuren et al. (2012), we can further clean this list of can-
didate multiple counterparts by selecting only those with
spectroscopic redshifts which agree within five per cent, or
photometric redshifts within ten per cent, in order to exclude
chance alignments. This requirement reduces the number to
198 SPIRE sources with multiple extragalactic counterparts
at the same redshift. This is a small fraction of the total
number of reliable IDs, so we can conclude that most SPIRE
sources in H-ATLAS have single galaxy IDs.6

A related issue is the incompleteness of the sample due
to multiplicity, which results from the fact that additional
candidates in the search radius reduce the reliability of the
true counterpart. Fleuren et al. (2012) estimated this incom-
pleteness by comparing the fraction of reliable IDs among
all SPIRE sources with one candidate, those with two can-
didates, and so on. In Table 4 we show these fractions for
SPIRE sources with between 0 and 10 candidates, including
either all candidates or only extragalactic ones. For exam-
ple, 49229 SPIRE sources have only one potential counter-
part within 10 arcsec from the full optical catalogue, and
of these 52 per cent are reliable IDs; 24219 have two po-
tential counterparts but of these 58 per cent are reliable,
suggesting that sources are more likely to be assigned an ID
if there are two candidates in the search radius. The frac-
tion of reliable counterparts then falls for increasing numbers
of potential candidates. Looking at extragalactic candidates
only, the fraction of reliable counterparts is 61 per cent when
there is only one candidate, and this fraction falls when more
candidates are available. We might ask why the fall was not
seen when counting all candidates, and we suggest that the
reason is that the reliable fraction of sources with only one
candidate ID is depressed by the fact that a disproportion-
ate number of stellar IDs fall in this bin (stars tend to be
isolated), and their reliabilities are generally lower.

The falling reliable fraction with increased number of
extragalactic candidates can be interpreted as incomplete-
ness resulting from multiplicity. We can estimate this by
adding up the total number of missing ‘reliable’ counterparts
from each row of the table, assuming that in each case the
intrinsic number is 61 per cent of N

SPIRE

, and the result is
375 missing IDs. Hence we conclude that the incompleteness
of IDs resulting from multiplicity is small.

5 OPTICAL PROPERTIES OF H-ATLAS IDS
IN SDSS

In this section we explore the properties of H-ATLAS sources
with ‘reliable’ optical counterparts, using optical photome-

6 Note that the fraction of submm sources with multiple IDs will
depend on the flux density regime being considered and on the
redshifts of the sources.

Table 4. Number of SPIRE sources and the subset of those with
reliable IDs, as a function of the number (p) of candidate IDs
within the 10-arcsec search radius [counting either all candidates
or extragalactic (xgal) candidates only].

With p candidates: With p xgal candidates:
p N

SPIRE

N
rel

N
SPIRE

N
rel

0 31240 0 (0%) 41018 0 (0%)
1 49229 25696 (52%) 50054 30716 (61%)
2 24219 14033 (58%) 18029 11049 (61%)
3 7374 4083 (55%) 4115 2251 (55%)
4 1663 898 (54%) 723 367 (51%)
5 281 124 (44%) 96 41 (43%)
6 39 18 (46%) 12 5 (42%)
7 4 2 (50%) 2 1 (50%)
8 3 1 (33%) 3 1 (33%)
9 0 0 (–) 0 0 (–)

try from SDSS and redshifts from the sources described in
Section 2.2.2.

5.1 Redshifts and magnitudes

Figure 10 shows the relationship between optical magnitude
of all reliable SDSS counterparts, 250-µm flux and redshift
(for extragalactic counterparts). The 250-µm flux is weakly
correlated with redshift, in contrast with the optical magni-
tude which is a strong function of redshift; this is a result of
the di↵erential k-corrections. Almost all of the bright sources
in H-ATLAS with S

250

& 200mJy are at z < 0.1, but at lower
fluxes, sources are detected at all redshifts up to z ⇠ 0.7 and
the upper limit in the redshift distribution is clearly a result
of the depth of SDSS rather than that of H-ATLAS.

Stellar counterparts, shown by grey circles on
Fig. 10, exhibit no correlation between their optical
and submm fluxes. As discussed in Section 3.1.2, we do
not necessarily expect a correlation between the optical and
submm fluxes of the stars we can detect, although we note
that the increased number of stellar IDs towards fainter op-
tical magnitudes r & 21 may be a cause for concern. It is
likely that the optical classification of stars is more uncer-
tain close to the r-band limit, and that more galaxies are
mis-classified as stars. If the large number of stellar IDs at
r & 21 in Fig. 10 are in fact mis-classified galaxies, this may
indicate a larger number of such mis-classifications in the op-
tical catalogue, and since the Q

0

for stars is much lower than
that for galaxies, these objects are much less likely to have
been assigned reliable IDs. Hence the completeness of galaxy
IDs at faint r-band magnitudes may be adversely a↵ected.
In fact we can estimate how bad this problem could be by
looking at the completeness as a function of magnitude es-
timated firstly from all possible counterparts, and secondly
from only those potential counterparts that we have classi-
fied as extragalactic (we describe how this is measured in
Section 5.2). The completeness at r > 21 falls by roughly
0.05 between these two samples (at brighter magnitudes it
doesn’t change significantly). This means that even if all the
star classifications at r > 21 are false, and should be galax-
ies, then our completeness is only about 5 per cent worse
than it should be at these faint magnitudes. On the other
hand, the contamination of stellar IDs by unresolved galax-
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match to have R � 0.8, but can be recovered by assum-
ing that the sum of their reliabilities meets this threshold
(Fleuren et al. 2012). In Phase 1, 3485 SPIRE sources have
multiple extragalactic counterparts whose

P
R � 0.8, but for

which no single counterpart meets the threshold. This esti-
mate for the missed multiple counterparts is smaller than
that from the LR threshold (6500), because there will be
systems where multiple low-reliability (but high-LR) coun-
terparts do not have a high combined reliability. Following
Fleuren et al. (2012), we can further clean this list of can-
didate multiple counterparts by selecting only those with
spectroscopic redshifts which agree within five per cent, or
photometric redshifts within ten per cent, in order to exclude
chance alignments. This requirement reduces the number to
198 SPIRE sources with multiple extragalactic counterparts
at the same redshift. This is a small fraction of the total
number of reliable IDs, so we can conclude that most SPIRE
sources in H-ATLAS have single galaxy IDs.6

A related issue is the incompleteness of the sample due
to multiplicity, which results from the fact that additional
candidates in the search radius reduce the reliability of the
true counterpart. Fleuren et al. (2012) estimated this incom-
pleteness by comparing the fraction of reliable IDs among
all SPIRE sources with one candidate, those with two can-
didates, and so on. In Table 4 we show these fractions for
SPIRE sources with between 0 and 10 candidates, including
either all candidates or only extragalactic ones. For exam-
ple, 49229 SPIRE sources have only one potential counter-
part within 10 arcsec from the full optical catalogue, and
of these 52 per cent are reliable IDs; 24219 have two po-
tential counterparts but of these 58 per cent are reliable,
suggesting that sources are more likely to be assigned an ID
if there are two candidates in the search radius. The frac-
tion of reliable counterparts then falls for increasing numbers
of potential candidates. Looking at extragalactic candidates
only, the fraction of reliable counterparts is 61 per cent when
there is only one candidate, and this fraction falls when more
candidates are available. We might ask why the fall was not
seen when counting all candidates, and we suggest that the
reason is that the reliable fraction of sources with only one
candidate ID is depressed by the fact that a disproportion-
ate number of stellar IDs fall in this bin (stars tend to be
isolated), and their reliabilities are generally lower.

The falling reliable fraction with increased number of
extragalactic candidates can be interpreted as incomplete-
ness resulting from multiplicity. We can estimate this by
adding up the total number of missing ‘reliable’ counterparts
from each row of the table, assuming that in each case the
intrinsic number is 61 per cent of N

SPIRE

, and the result is
375 missing IDs. Hence we conclude that the incompleteness
of IDs resulting from multiplicity is small.

5 OPTICAL PROPERTIES OF H-ATLAS IDS
IN SDSS

In this section we explore the properties of H-ATLAS sources
with ‘reliable’ optical counterparts, using optical photome-

6 Note that the fraction of submm sources with multiple IDs will
depend on the flux density regime being considered and on the
redshifts of the sources.

Table 4. Number of SPIRE sources and the subset of those with
reliable IDs, as a function of the number (p) of candidate IDs
within the 10-arcsec search radius [counting either all candidates
or extragalactic (xgal) candidates only].

With p candidates: With p xgal candidates:
p N

SPIRE

N
rel

N
SPIRE

N
rel

0 31240 0 (0%) 41018 0 (0%)
1 49229 25696 (52%) 50054 30716 (61%)
2 24219 14033 (58%) 18029 11049 (61%)
3 7374 4083 (55%) 4115 2251 (55%)
4 1663 898 (54%) 723 367 (51%)
5 281 124 (44%) 96 41 (43%)
6 39 18 (46%) 12 5 (42%)
7 4 2 (50%) 2 1 (50%)
8 3 1 (33%) 3 1 (33%)
9 0 0 (–) 0 0 (–)

try from SDSS and redshifts from the sources described in
Section 2.2.2.

5.1 Redshifts and magnitudes

Figure 10 shows the relationship between optical magnitude
of all reliable SDSS counterparts, 250-µm flux and redshift
(for extragalactic counterparts). The 250-µm flux is weakly
correlated with redshift, in contrast with the optical magni-
tude which is a strong function of redshift; this is a result of
the di↵erential k-corrections. Almost all of the bright sources
in H-ATLAS with S

250

& 200mJy are at z < 0.1, but at lower
fluxes, sources are detected at all redshifts up to z ⇠ 0.7 and
the upper limit in the redshift distribution is clearly a result
of the depth of SDSS rather than that of H-ATLAS.

Stellar counterparts, shown by grey circles on
Fig. 10, exhibit no correlation between their optical
and submm fluxes. As discussed in Section 3.1.2, we do
not necessarily expect a correlation between the optical and
submm fluxes of the stars we can detect, although we note
that the increased number of stellar IDs towards fainter op-
tical magnitudes r & 21 may be a cause for concern. It is
likely that the optical classification of stars is more uncer-
tain close to the r-band limit, and that more galaxies are
mis-classified as stars. If the large number of stellar IDs at
r & 21 in Fig. 10 are in fact mis-classified galaxies, this may
indicate a larger number of such mis-classifications in the op-
tical catalogue, and since the Q

0

for stars is much lower than
that for galaxies, these objects are much less likely to have
been assigned reliable IDs. Hence the completeness of galaxy
IDs at faint r-band magnitudes may be adversely a↵ected.
In fact we can estimate how bad this problem could be by
looking at the completeness as a function of magnitude es-
timated firstly from all possible counterparts, and secondly
from only those potential counterparts that we have classi-
fied as extragalactic (we describe how this is measured in
Section 5.2). The completeness at r > 21 falls by roughly
0.05 between these two samples (at brighter magnitudes it
doesn’t change significantly). This means that even if all the
star classifications at r > 21 are false, and should be galax-
ies, then our completeness is only about 5 per cent worse
than it should be at these faint magnitudes. On the other
hand, the contamination of stellar IDs by unresolved galax-
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FIR luminosities of optically-selected galaxies
Blue cloud Green valley Red sequence

L250

Stellar mass

Bourne+12

• Rest-frame L250 of stacked GAMA galaxies 

• Evolution:       (1+z)^4 (blue)            (1+z)^3 (green)                (1+z)^6 (red)



FIR luminosities of optically-selected galaxies

LTIR

Stellar mass
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• LTIR estimated by fitting the SPIRE data with templates from H-ATLAS (Smith et 
al. 2012) 

• In total, GAMA galaxies with r<19.8 at z<0.35 contribute 4% of the 250μm CIB 
(60% from blue cloud galaxies)



Dust mass vs Stellar mass

Mdust

Stellar mass

Bourne+12
Characteristic M*  
of the DMF 
0<z<0.35 
(Dunne+11) 

Blue cloud Green valley Red sequence

• Mdust estimated from a single-component modified blackbody, β=2 (T free) 

• Evolution ~ (1+z)^4 - similar to evolution in dust mass function



Dust/stellar mass ratio

Stellar mass

Bourne+12
Blue cloud Green valley Red sequence

Mdust

Mstellar

• Dust/stellar mass ratio strongly dependent on stellar mass and redshift; 
weakly dependent on colour



Dust/stellar mass ratio and optical colour

Stellar mass

Mdust

Mstellar

Blue cloud
Green valley
Red sequence



Dust temperature
Blue cloud Green valley Red sequence

Tdust

Stellar mass

• Dust temperature varies with stellar mass and optical colour 

• Red sequence galaxies colder hence less luminous for the same dust mass



Plan for this talk
• Herschel-ATLAS cross-IDs:  

the nature of sources detected in a 
wide extragalactic sub-mm survey 

• Dust in ordinary galaxies:  
the sub-mm properties of optically-
selected galaxies in the low-z universe 

• The bigger picture: 
what have we learned about the local 
universe from large Herschel surveys? 

• Future prospects  
where can we go from here?
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Figure 8. (a) The relation between median-likelihood SFR and dust mass,
(b) dust-to-stellar mass ratio and SSFR, and (c) SFR/Md and stellar mass
for SMGs, the mass-matched low-redshift sample and low-redshift ULIRGs
(crosses, dots and black stars, respectively). The shaded contours show the
locus of the main H-ATLAS sample. The SFR and SSFR are averaged
over the last 107 yr. Points are coloured by redshift. Open black diamonds
indicate the three SMGs in our sample whose FIR photometry may be
confused. The error bars indicate the median 84th–16th percentile range
from each individual parameter PDF; the blue, black and green error bars
correspond to the low-redshift H-ATLAS, ULIRG and SMG samples, re-
spectively. In panel (a), the solid line is the fit to the H-ATLAS sample
and the dashed line is the fit to the z > 1 SMGs and low-redshift ULIRGs,
keeping the slope fixed to that of the H-ATLAS sample.

for more ‘normal’ galaxies at z < 0.5 (Tacconi et al. 2008; Genzel
et al. 2010).

Such differences between SMGs and ‘normal’ star-forming
galaxies have been found in previous studies of gas and SFR
which use CO to trace the molecular gas (Tacconi et al. 2008;
Dannerbauer et al. 2009; Daddi et al. 2010; Genzel et al. 2010), but
see also Ivison et al. (2011). Fitting to the samples in Fig 8 (a) for
the z < 0.5 H-ATLAS galaxies, and the z > 1 SMGs10 and local
ULIRGs gives

log10 SFR = 1.16 log10 Md − 7.81 for z > 1 SMGs

and low-z ULIRGs,

log10 SFR = 1.16 log10 Md − 8.72 for z < 0.5 H−ATLAS. (1)

These have the same slope as that fitted to the LFIR
11 versus L′

CO(1−0)
relationship of Genzel et al. (2010; hereafter G10). Since LFIR should
be proportional to SFR for the sources in G10 (see Section 4.3), we
can infer that dust mass appears to trace molecular gas (for galaxies
selected in the submillimetre) at least as well as L′

CO(1−0). To con-
vert L′

CO(1−0) into a mass of molecular hydrogen, we must assume
a conversion factor (αCO), which depends on the dynamical state
of the gas, and potentially also the metallicity (G10, Leroy et al.
2011; Narayanan et al. 2012; Sandstrom et al. 2013). Galaxies with
strong nuclear starbursts, or which are mergers (e.g. local ULIRGs),
are found to often have a lower αCO (Solomon et al. 1997; Downes
& Solomon 1998; Yao et al. 2003) due to their gas being in a
smoother, more diffuse state; no longer acting like an ensemble of
virialized self-gravitating clouds.12 Typically, authors have used the
lower ‘local ULIRG’ value, αCO = 0.8-1.0 M⊙ (K km s−1 pc2)−1

when studying high-redshift SMGs, under the assumption that their
high infrared luminosities are also powered by compact starbursts,
leading to similar conditions in the gas. While this appears to be
appropriate in many cases (Tacconi et al. 2006, 2008; Magdis et al.
2011; Magnelli et al. 2012b), there are significant caveats about
using it ‘wholesale’ for any SMG (Ivison et al. 2011; Papadopoulos
et al. 2012; Bothwell et al. 2013). In particular, the latter authors
warn that the mass of dense gas in these systems may be underes-
timated when using the standard ULIRG value for αCO and when
only using lower excitation CO lines (J < 3).

In light of these outstanding issues, we will treat the conversion
of CO luminosity to gas mass as an uncertain step and highlight any
impacts of choosing a particular value of αCO on our conclusions.
Using an αCO = 0.8–3.2 M⊙ (K km s−1 pc2)−1 for SMGs/ULIRGS
and normal star-forming galaxies, respectively, we can translate
L′

CO(1−0) in the G10 relationship to MH2 , using MH2 = 1.36 αCO

L′
CO(1−0) M⊙(where the factor 1.36 accounts for the mass of he-

lium). We translate the y-axis of the G10 relation using the K98
relationship: LIR = 1010 SFR for a Chabrier IMF, and follow G10
in converting LFIR to LIR

13 with a factor of 1.3. We can thus express
the G10 relationships as

log10 SFR = 1.15 log10 MH2 − 9.30 for z > 1 SMGs

and low-z ULIRGs,

log10 SFR = 1.15 log10 MH2 − 10.60 for SFGs. (2)

10 Where we keep the slope fitted to the SMGs/ULIRG sample the same as
the low-redshift sample.
11 Integrated from 50−300 µm.
12 An assumption which underlies the ‘standard’ conversion from
L′

CO(1−0)to MH2 .
13 Integrated from 8-1000 µm.
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forming disc galaxies at low-z — in 
contrast to high SSFRs selected at 
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Figure 7. Stacked PDFs comparing the dust temperatures, dust mass and luminosity, stellar mass, fµ, specific star formation rate, dust mass to luminosity
ratio and dust to stellar mass ratio for the representative PACS-complete subsample. The results including all available data are shown by the red histograms,
while those results derived neglecting the PACS data are shown in blue. The vertical dotted lines indicate the median values of the stacked PDFs. We find that
fits lacking PACS data have SSFR underestimated by ∼ 0.1 dex, andMdustoverestimated by ∼ 0.06 dex. Estimates of the stellar mass and fµ are largely
unaffected by omitting the PACS data, while the effects on theMdust/LdustandMdust/Mstarsare consistent wth the changes to their input parameters.

Table 3. The effects of omitting PACS data from the SED fitting results for
those sources in the “PACS-complete” sample. These offsets are also shown
in Figure 7. Note that all values are consistent within the uncertainties de-
rived from the 16th and 84th percentiles of the stacked PDFs. Furthermore,
and as can be seen in figure C1 of appendix C, the offsets for individual
galaxies are almost always consistent with zero once the errors are taken in
to account.

Parameter Offset
(Best − no PACS)

log10 Ldust 0.03 dex
log10 Mdust -0.06 dex
log10 Mstars 0.00 dex
fµ -0.01
sSFR -0.10 dex
SFR -0.10 dex
Mdust/Ldust -0.15 dex
Mdust/Mstars -0.04 dex

Balloon-borne Large Aperture Sub-millimetre Telescope (BLAST
– Devlin et al., 2009). We derive multiwavelength SEDs and PDFs
for a sample of 14 BLAST galaxies in the Extended Chandra Deep
Field South (ECDFS, Lehmer et al., 2005) which have !5 σ de-
tections in all three BLAST bands (250, 300, 500µm, Dye et al.,
2009), and spectroscopic redshifts from Eales et al. (2009), with
additional photometry in the GALEX (FUV and NUV – Morrissey
et al., 2007), optical (ugriz), 2MASS J and Ks (Skrutskie et al.,
2006), MIR (3.6-8.0, 24, 70µm), as well as far-infrared (160µm)
bands from the Spitzer Space Telescope (Lonsdale et al., 2003).

In Figure 8 we show the stacked probability density functions
for the same parameters as in figure 7 derived for these BLAST
galaxies. The red histograms show the PDFs determined when we
include the complete data-set, while the blue histograms show the
PDFs derived in the absence of the mid-infrared data. The similar-
ity between these two sets of histograms, and the absence of bias

between them, suggests that our estimates of the dust mass, lumi-
nosity and SFR are robust to the absence of mid-infrared data in
our wider H-ATLAS data set, although these tests have necessar-
ily only been applied for a small number of sources. The mid-IR
accounts for only a small fraction of the total infrared emission,
and the similarity of the PDFs highlights the power of the energy
balance criterion in constraining the dust luminosity even in the ab-
sence of mid-infrared data. The detailed shape of the SED in the
mid-IR is clearly not well defined for our sample and constraints
on this can only come from comparison with mid-IR data, e.g. from
WISE.

4.2 The properties of Sub-millimetre selected galaxies in
H-ATLAS

4.2.1 First results, and comparison with previous studies

By stacking the PDFs for galaxies well described by our model, we
determine a median dust luminosity for our whole sample of 5.6×
1010L⊙, placing the average H-ATLAS galaxy’s luminosity just
below what would traditionally have been considered a luminous
infrared galaxy (LIRG). Figure 9 shows the dust luminosity as a
function of redshift for H-ATLAS (red) and it is important to note
that H-ATLAS traces typical star forming spirals (with log Ldust <
11.0 L⊙) out to much higher redshifts (z ∼ 0.35) than was possible
with IRAS (z < 0.05). Our SED-fitting results indicate that the
star formation rate of the average low-redshift H-ATLAS galaxy is
∼ 3.4 M⊙ yr−1, and that the median dust to stellar mass ratio is
∼ 0.4%.

In Figure 10, we present histograms of the results of our SED
fitting, and those from dC10, who applied the same method to
a GALEX-SDSS-2MASS-IRAS data set and included photometry
only up to 100µm. The different selection criteria of the dC10 sam-
ple produces a different redshift distribution from the H-ATLAS
sample, however the stellar mass and dust luminosity distribu-
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Figure 7. Stacked PDFs comparing the dust temperatures, dust mass and luminosity, stellar mass, fµ, specific star formation rate, dust mass to luminosity
ratio and dust to stellar mass ratio for the representative PACS-complete subsample. The results including all available data are shown by the red histograms,
while those results derived neglecting the PACS data are shown in blue. The vertical dotted lines indicate the median values of the stacked PDFs. We find that
fits lacking PACS data have SSFR underestimated by ∼ 0.1 dex, andMdustoverestimated by ∼ 0.06 dex. Estimates of the stellar mass and fµ are largely
unaffected by omitting the PACS data, while the effects on theMdust/LdustandMdust/Mstarsare consistent wth the changes to their input parameters.

Table 3. The effects of omitting PACS data from the SED fitting results for
those sources in the “PACS-complete” sample. These offsets are also shown
in Figure 7. Note that all values are consistent within the uncertainties de-
rived from the 16th and 84th percentiles of the stacked PDFs. Furthermore,
and as can be seen in figure C1 of appendix C, the offsets for individual
galaxies are almost always consistent with zero once the errors are taken in
to account.

Parameter Offset
(Best − no PACS)

log10 Ldust 0.03 dex
log10 Mdust -0.06 dex
log10 Mstars 0.00 dex
fµ -0.01
sSFR -0.10 dex
SFR -0.10 dex
Mdust/Ldust -0.15 dex
Mdust/Mstars -0.04 dex

Balloon-borne Large Aperture Sub-millimetre Telescope (BLAST
– Devlin et al., 2009). We derive multiwavelength SEDs and PDFs
for a sample of 14 BLAST galaxies in the Extended Chandra Deep
Field South (ECDFS, Lehmer et al., 2005) which have !5 σ de-
tections in all three BLAST bands (250, 300, 500µm, Dye et al.,
2009), and spectroscopic redshifts from Eales et al. (2009), with
additional photometry in the GALEX (FUV and NUV – Morrissey
et al., 2007), optical (ugriz), 2MASS J and Ks (Skrutskie et al.,
2006), MIR (3.6-8.0, 24, 70µm), as well as far-infrared (160µm)
bands from the Spitzer Space Telescope (Lonsdale et al., 2003).

In Figure 8 we show the stacked probability density functions
for the same parameters as in figure 7 derived for these BLAST
galaxies. The red histograms show the PDFs determined when we
include the complete data-set, while the blue histograms show the
PDFs derived in the absence of the mid-infrared data. The similar-
ity between these two sets of histograms, and the absence of bias

between them, suggests that our estimates of the dust mass, lumi-
nosity and SFR are robust to the absence of mid-infrared data in
our wider H-ATLAS data set, although these tests have necessar-
ily only been applied for a small number of sources. The mid-IR
accounts for only a small fraction of the total infrared emission,
and the similarity of the PDFs highlights the power of the energy
balance criterion in constraining the dust luminosity even in the ab-
sence of mid-infrared data. The detailed shape of the SED in the
mid-IR is clearly not well defined for our sample and constraints
on this can only come from comparison with mid-IR data, e.g. from
WISE.

4.2 The properties of Sub-millimetre selected galaxies in
H-ATLAS

4.2.1 First results, and comparison with previous studies

By stacking the PDFs for galaxies well described by our model, we
determine a median dust luminosity for our whole sample of 5.6×
1010L⊙, placing the average H-ATLAS galaxy’s luminosity just
below what would traditionally have been considered a luminous
infrared galaxy (LIRG). Figure 9 shows the dust luminosity as a
function of redshift for H-ATLAS (red) and it is important to note
that H-ATLAS traces typical star forming spirals (with log Ldust <
11.0 L⊙) out to much higher redshifts (z ∼ 0.35) than was possible
with IRAS (z < 0.05). Our SED-fitting results indicate that the
star formation rate of the average low-redshift H-ATLAS galaxy is
∼ 3.4 M⊙ yr−1, and that the median dust to stellar mass ratio is
∼ 0.4%.

In Figure 10, we present histograms of the results of our SED
fitting, and those from dC10, who applied the same method to
a GALEX-SDSS-2MASS-IRAS data set and included photometry
only up to 100µm. The different selection criteria of the dC10 sam-
ple produces a different redshift distribution from the H-ATLAS
sample, however the stellar mass and dust luminosity distribu-
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Figure 7. Stacked PDFs comparing the dust temperatures, dust mass and luminosity, stellar mass, fµ, specific star formation rate, dust mass to luminosity
ratio and dust to stellar mass ratio for the representative PACS-complete subsample. The results including all available data are shown by the red histograms,
while those results derived neglecting the PACS data are shown in blue. The vertical dotted lines indicate the median values of the stacked PDFs. We find that
fits lacking PACS data have SSFR underestimated by ∼ 0.1 dex, andMdustoverestimated by ∼ 0.06 dex. Estimates of the stellar mass and fµ are largely
unaffected by omitting the PACS data, while the effects on theMdust/LdustandMdust/Mstarsare consistent wth the changes to their input parameters.

Table 3. The effects of omitting PACS data from the SED fitting results for
those sources in the “PACS-complete” sample. These offsets are also shown
in Figure 7. Note that all values are consistent within the uncertainties de-
rived from the 16th and 84th percentiles of the stacked PDFs. Furthermore,
and as can be seen in figure C1 of appendix C, the offsets for individual
galaxies are almost always consistent with zero once the errors are taken in
to account.

Parameter Offset
(Best − no PACS)

log10 Ldust 0.03 dex
log10 Mdust -0.06 dex
log10 Mstars 0.00 dex
fµ -0.01
sSFR -0.10 dex
SFR -0.10 dex
Mdust/Ldust -0.15 dex
Mdust/Mstars -0.04 dex

Balloon-borne Large Aperture Sub-millimetre Telescope (BLAST
– Devlin et al., 2009). We derive multiwavelength SEDs and PDFs
for a sample of 14 BLAST galaxies in the Extended Chandra Deep
Field South (ECDFS, Lehmer et al., 2005) which have !5 σ de-
tections in all three BLAST bands (250, 300, 500µm, Dye et al.,
2009), and spectroscopic redshifts from Eales et al. (2009), with
additional photometry in the GALEX (FUV and NUV – Morrissey
et al., 2007), optical (ugriz), 2MASS J and Ks (Skrutskie et al.,
2006), MIR (3.6-8.0, 24, 70µm), as well as far-infrared (160µm)
bands from the Spitzer Space Telescope (Lonsdale et al., 2003).

In Figure 8 we show the stacked probability density functions
for the same parameters as in figure 7 derived for these BLAST
galaxies. The red histograms show the PDFs determined when we
include the complete data-set, while the blue histograms show the
PDFs derived in the absence of the mid-infrared data. The similar-
ity between these two sets of histograms, and the absence of bias

between them, suggests that our estimates of the dust mass, lumi-
nosity and SFR are robust to the absence of mid-infrared data in
our wider H-ATLAS data set, although these tests have necessar-
ily only been applied for a small number of sources. The mid-IR
accounts for only a small fraction of the total infrared emission,
and the similarity of the PDFs highlights the power of the energy
balance criterion in constraining the dust luminosity even in the ab-
sence of mid-infrared data. The detailed shape of the SED in the
mid-IR is clearly not well defined for our sample and constraints
on this can only come from comparison with mid-IR data, e.g. from
WISE.

4.2 The properties of Sub-millimetre selected galaxies in
H-ATLAS

4.2.1 First results, and comparison with previous studies

By stacking the PDFs for galaxies well described by our model, we
determine a median dust luminosity for our whole sample of 5.6×
1010L⊙, placing the average H-ATLAS galaxy’s luminosity just
below what would traditionally have been considered a luminous
infrared galaxy (LIRG). Figure 9 shows the dust luminosity as a
function of redshift for H-ATLAS (red) and it is important to note
that H-ATLAS traces typical star forming spirals (with log Ldust <
11.0 L⊙) out to much higher redshifts (z ∼ 0.35) than was possible
with IRAS (z < 0.05). Our SED-fitting results indicate that the
star formation rate of the average low-redshift H-ATLAS galaxy is
∼ 3.4 M⊙ yr−1, and that the median dust to stellar mass ratio is
∼ 0.4%.

In Figure 10, we present histograms of the results of our SED
fitting, and those from dC10, who applied the same method to
a GALEX-SDSS-2MASS-IRAS data set and included photometry
only up to 100µm. The different selection criteria of the dC10 sam-
ple produces a different redshift distribution from the H-ATLAS
sample, however the stellar mass and dust luminosity distribu-
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contrast to high SSFRs selected at 
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Figure 2. The far-IR LF of field galaxies at 250 µm. The different colours
indicate different redshifts, as shown in the key. Diamonds with different
colours are our results. The curves with corresponding colours are the fits
to our data using equation (6). The stars show the results from Dye et al.
(2010), as discussed in the text.

include galaxies in all environments. We use the Vmax estimator
(e.g. Felten 1976; Avni & Bahcall 1980), where the maximum vol-
ume Vmax within which a galaxy would be detected is calculated
by combining the far-IR (Sν(250) > 35 mJy) and optical (r < 19.4)
flux limits. We calculate the k-corrections for the r-band using the
procedure in Robotham et al. (2011). We calculate the LF, defined
as the number of galaxies per unit volume per dex in luminosity, in
four redshift bins over 0 < z < 0.4. Our results are shown in Fig. 2
(diamonds with errorbars), where different colours show different
redshifts. We estimate errorbars using the jackknife method, divid-
ing the full sample into 10 subsamples. We find strong evolution
in the 250 µm LF even at these low redshifts, in broad agreement
with earlier work using only Herschel Science Demonstration Phase
(SDP) data (Dye et al. 2010; Eales et al. 2010b).

We have made a detailed comparison with the results of Dye
et al. (2010), who used H-ATLAS SDP data with a similar 250 µm
flux limit, but covering only 16 deg2. Dye et al.’s measurements are
plotted as stars in Fig. 2, for the same redshift intervals as we use.
We see that our results are in good agreement with Dye et al. for the
two lowest redshift bins at z < 0.2, but differences start to appear
in the redshift bin 0.2 < z < 0.3 and become large in our highest
redshift bin 0.3 < z < 0.4, in the sense that we find weaker evolution
than Dye et al. at the bright end of the LF. We have identified two
main reasons for these differences: (i) Dye et al.’s sample includes
H-ATLAS galaxies with fainter optical counterparts (r < 22.4) than
ours (r < 19.4). This forces Dye et al. to use less accurate photo-
metric redshifts for most of his sample, with spectroscopic redshifts
only for a minority of galaxies. While the Vmax method should
automatically allow for the difference in r-band magnitude limits
between our sample and his in the case of a uniform galaxy distribu-
tion, the strong redshift evolution of the LF breaks this assumption.
Examining our highest redshift bin, 0.3 < z < 0.4, we find that
our r < 19.4 H-ATLAS sample with spectroscopic redshfit has red-
shifts concentrated at the lower end of this range, while a r < 22.4
H-ATLAS sample with photo-z covers the whole redshift bin. Due
to the evolution in density across the redshift bin, the Vmax method
then underestimates the mean LF in the redshift bin when we use
our r < 19.4 sample. (ii) Cosmic variance also contributes to the

Table 1. Best-fitting LF parameters for the 250 µm field LF at different
redshifts, using equation (6). α and σ are fixed using the fit at z = 0−0.1.

Redshift α σ logφ∗(h3Mpc−3dex−1) log L∗(h−2WHz−1)

0–0.1 1.06 0.30 −1.91±0.04 23.70±0.07
0.1–0.2 1.06 0.30 −1.94±0.06 23.83±0.04
0.2–0.3 1.06 0.30 −2.39±0.05 24.14±0.03
0.3–0.4 1.06 0.30 −2.72±0.04 24.30±0.03

differences between Dye et al.’s LFs and ours, since we use the
H-ATLAS Phase I catalogue, which covers a much larger area than
the SDP field used in Dye et al. This allows us to measure the LF to
lower far-IR luminosities in the lowest redshift bin (0 < z < 0.1).
(iii) Source completeness could also affect the measured LFs. There
are three sources of incompleteness. One is the far-IR incomplete-
ness. Rigby et al. (2011) found that for the flux cut adopted in this
work, 35 mJy, the catalogue is >80 per cent complete. The second
is the optical catalogue incompleteness. Dunne et al. (2011) found
that at r < 21.6 the optical catalogue is 91.1 per cent complete. For
our study, we use 19.4 as the r-band magnitude cut, from which
the completeness is even higher than this value. The last source of
incompleteness is from the matching Herschel sources to optical
galaxies. For our samples of S250µm > 35 mJy and r <19.4, around
80 per cent of the H-ATLAS sources have reliable matches (Smith
et al. 2011, and private communication). We find that the effect (i)
dominates the differences between our LF and Dye et al.’s in the
z = 0.3−0.4 redshift bin, while effect (ii) is the main source of
differences up to z = 0.3. Effect (iii) mainly matters for the faint
end of the LFs at z > 0.2.

It is convenient to describe the measured LF by an analytic fit.
We use the modified Schechter function originally proposed by
Saunders et al. (1990) to fit the far-IR LF at 60 µm, which has a
more gradual decline at high luminosity than a Schechter function:

φ(L) ≡ dn
dlog10L

= φ∗
(

L

L∗

)1−α

exp
[
− 1

2σ 2
log2

10

(
1 + L

L∗

)]
. (6)

In this function, n is the number density of galaxies, α determines
the slope at the faint end, σ controls the shape of the cutoff at
the bright end, L∗ is the characteristic luminosity, and φ∗ is the
characteristic density. We have fitted this function to our measured
LF in each redshift bin, and the resulting parameters are listed
in Table 1. We have fixed the shape parameters α and σ at the
best-fit values for the z = 0−0.1 redshift bin, since our measure-
ments at higher redshifts do not cover a wide enough luminosity
range to robustly determine all four parameters in equation (6).
We find that the characteristic luminosity for the z = 0−0.1 bin
is L∗(250) = 1023.67 h−2 W Hz−1, which corresponds to a total IR
luminosity LIR = 1.0 × 1010 h−2 L⊙. Using equation (3), this cor-
responds to a dust-obscured SFR =1.1 h−2 M⊙ − 1. Based on our
fits, L∗(250) increases rapidly with redshift, being about three times
larger at z = 0.35 compared to z = 0.05. The characteristic density
φ∗ also changes rapidly with redshift, falling by a factor of 7 over
the same redshift range.

3.2 Far-IR luminosity function in groups

We begin our analysis of the far-IR CLF in galaxy groups by com-
paring results obtained using the two methods described in Sec-
tion 2.3, the direct method and the stacking method. We split our
sample according to group mass and redshift, in order to separate
environmental effects from redshift evolution. The results are shown
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Figure 5. Top panel: characteristic luminosity, L∗, as a function of group
mass and redshift. Different colours show different redshift bins, as indicated
by the legend. The crosses and solid lines show results for optical multiplicity
n ≥ 2, and open diamonds and dashed lines for n ≥ 3. The errorbars show
jackknife errors. the dotted horizontal lines show L∗ for the field luminosity
function at the same redshifts. Bottom panel: normalization !∗ as a function
of group mass and redshift. In both panels, data are plotted at the median
value of group mass for that bin.

and redshift. The far-IR multiplicity, measured by the number of
galaxies with L250 > 1023.5 h−2 W Hz−1 is around unity in the least
massive groups in our sample.

We show the dependence of the CLF parameters L∗ and !∗ on
group mass and redshift in the top and bottom panels of Fig. 5. (We
omit the results for the redshift bin z = 0.3−0.4 from this and the
following plots, since we have only measured the CLF for two bins
in group mass for this case.) The solid lines show results for group
optical multiplicity n ≥ 2 and the dashed lines for n ≥ 3. We see that
the results for different multiplicity cuts are generally consistent for
both L∗ and !∗.

Examining first the dependence of L∗ on group mass, we see that
for z < 0.2, it increases steeply with group mass at low masses,
but then appears to turn over to a gradual decline at high masses,
although the large errorbars on L∗ for high masses make it difficult
to be certain about the decline. Note that the estimated complete-
ness of the group catalogue for the lowest mass range is rather low,
∼45 per cent and 20 per cent at 0<z <0.1 and 0.1<z <0.2, respec-
tively. This might lead to an overestimation of the dependence on
group mass at these masses. For 0.2 < z < 0.3, only groups more
massive than ∼1012.5 h−1 M⊙ are detected in H-ATLAS-GAMA.
For this redshift range, the measured L∗ increases monotonically
with group mass, though appearing to flatten at the highest masses.

The redshift evolution of L∗ thus depends strongly on the group
mass. For the highest masses sampled, Mh ∼ 1013.75 h−1 M⊙
(i.e. clusters), L∗ increases by a factor of 2–3 over the range

0.05 < z < 0.35, while for more typical groups, with
Mh ∼ 1012.75 h−1 M⊙, there is almost no evolution for
0.05 < z < 0.25.

In the top panel of Fig. 5, we also overplot as horizontal dotted
lines the values of L∗ which we measure for the field LF at the same
redshifts. We see that L∗ for field galaxies always lies between the
values in the least and the most massive groups, consistent with
the finding in previous work that most H-ATLAS galaxies resides
in groups of mass comparable to the Milky Way halo (Guo et al.
2011b).

In the bottom panel of Fig. 5, we show how the CLF normal-
ization !∗ varies as a function of group mass at different red-
shifts. We again see that the redshift evolution depends on group
mass. For lower mass groups (Mh ∼ 1012.25–1012.75 h−1 M⊙), !∗

increases with redshift for z < 0.2, while for the highest masses
(Mh ∼ 1013.75 h−1 M⊙), it appears instead to decrease with increas-
ing redshift for z ! 0.3, although the large errorbars in the latter
case make it difficult to be certain about the behaviour.

3.4 Far-IR luminosity-to-mass ratio of groups and the far-IR
luminosity density

A further important physical quantity which we can calculate from
our measured group far-IR CLFs is the total far-IR luminosity-
to-mass ratio of groups, since this is related to the dust-obscured
SFR per unit dark halo mass. Previous studies have found that the
fraction of star-forming galaxies decreases with group mass (e.g.
Dressler 1980; Kimm et al. 2009). However, direct measurements
of SFR per group mass are very rare because the determination of
the SFR depends greatly on corrections for dust extinction when
using UV and optical tracers, and also because it is not trivial to
measure group masses for large samples.

Here, we integrate our analytic fits to the group CLFs shown in
Fig. 4 over luminosity to estimate the average total 250 µm luminos-
ity L250,tot for groups in each mass and redshift range, and hence ob-
tain the 250 µm luminosity-to-mass ratios of groups. Since we have
not directly measured the group CLFs at L250 < 1023 h−2 W Hz−1,
but instead simply assumed the same faint-end slope α as we mea-
sured for the field 250 µm LF at z < 0.1, we calculate the total group
luminosities L250,tot using two different lower limits of integration,
L250,min = 0 and 1023.5 h−2 W Hz−1. The values of total luminosity
drop by a factor of up to 1.5 when using the higher luminosity
cut. Our results for the luminosity-to-mass ratios L250,tot/Mh for
L250,min = 0 are shown in the left-hand panel of Fig. 6. As in Fig. 5,
the solid lines show results for group optical multiplicity n ≥ 2, and
dashed lines are for n ≥ 3, from which we see that our estimates of
L250,tot/Mh are insensitive to optical multiplicity. We also note that
there is some degeneracy between our fitted values of L∗ and !∗

in the group CLFs, but the effects of this are partly removed when
we calculate the luminosity-to-mass ratios, which is reflected in the
size of the errorbars plotted in Fig. 6.

Fig. 6 shows that at each redshift, the 250 µm luminosity-to-
mass ratio is a decreasing function of the group mass. At z = 0, the
maximum L250,tot/Mh is ∼1011.2 h−2 W Hz−1 in groups with masses
∼1012.3 h−1 M⊙, comparable to the Milky Way halo, and decreases
to ∼1010.5 h−2 W Hz−1 for groups of mass ∼1013.5 h−1 M⊙. This
implies a decreasing rate per unit mass for converting baryons to
stars through dust-obscured star formation with increasing group
mass. The dependence of L250,tot/Mh on group mass can be fitted
by a power law except at the very low mass end, where the slope
becomes flatter. At higher redshift, the L250,tot/Mh versus Mh re-
lation shares the same slope as that at z = 0, while its amplitude

MNRAS 442, 2253–2270 (2014)

 at U
niversity of Edinburgh on February 3, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

L*

Φ*

L250  
stacked



Dust across the 
galaxy population

• Dusty galaxies with old stellar 
populations and early-type 
morphologies


• Dust and gas acquired in 
mergers


• Dust growth & destruction

Multi-wavelength IDs for H-ATLAS 19

Figure 15. Histograms (solid coloured lines) of the magnitudes of reliable H-ATLAS IDs in NUV , r , K and W4 (22µm). The background
distributions in each band are shown by the filled histogram. The r -band histogram contains all SDSS objects in the optical catalogue
(including stars, galaxies and quasars). The dashed grey line shows the distribution of r -band magnitudes in the GAMA galaxy sample.
For comparison, we show the magnitude distribution of all reliable IDs in SDSS (solid red line), and that of IDs in GAMA (dotted red
line). Photometry in the other bands is drawn from the GAMA photometric catalogue only.

Figure 16. Rest-frame colour-magnitude diagrams in NUV � r

and g � r for reliable IDs in GAMA, in comparison to the full
GAMA sample (greyscale contours). The thick dashed line in
each panel shows the red sequence derived from the GAMA sam-
ple in Bourne et al. (2012). Note that H-ATLAS selects galaxies
throughout the full locus of GAMA galaxies.

Figure 17. Rest-frame UVJ colour-colour diagrams for reliable
IDs in GAMA, in comparison to the full GAMA sample (greyscale
contours). Note that H-ATLAS selects galaxies throughout the
full locus of the GAMA sample, including both passive and star-
forming galaxies according to the diagnostic given by the dashed
line (Williams et al. 2009). The sharp edge seen in the top-left
locus of the data is artificial and results from the library of model
SEDs within kcorrect, which limit the range of colours in these
reconstructed photometric bands.

(ULIRGs, L
IR

> 10

12L� and LIRGs, L
IR

> 10

11L�), but is
su�cient to estimate the luminosities of typical star-forming
galaxies on average. Figure 19 shows the integrated lumi-
nosities of the H-ATLAS IDs as a function of redshift. The
sample spans a wide range of IR luminosities but becomes
dominated by LIRGs at z & 0.25.

The rest-frame IR-to-UV luminosity ratio was calcu-
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Figure 18. A WISE colour-colour diagram for reliable H-ATLAS
IDs in GAMA, compared with the full GAMA sample (greyscale
contours). Only objects detected in all three bands at SNR > 3

are plotted. The dashed line delineates the locus of AGN following
Jarrett et al. (2011), converted from Vega to AB colours, and the
error bars represent the median errors of the H-ATLAS sample.

lated by dividing the integrated IR luminosity (W) by
the rest-frame FUV luminosity (⌫L⌫/W). The range of
IR/UV ratios probed by H-ATLAS IDs in GAMA/GALEX
is similar to that in the Herschel+GALEX -selected sam-
ple of Buat et al. (2010). As expected, it is less biased
towards high ratios than IRAS -selected LIRGs (e.g. How-
ell et al. 2010), and less biased towards low ratios than
UV-selected samples (e.g. Meurer et al. 1999; Kong et al.
2004; Overzier et al. 2011). These other samples have typi-
cal log(IR/UV) ⇠ 2 and ⇠ 0–1 respectively, compared with
the median log(IR/UV) = 0.95 in the current sample. The
IR/UV ratio traces the relative rates of obscured and un-
obscured star formation, and in Fig. 20 it shows a strong
correlation with IR luminosity, and a weaker correlation
with the UV spectral index �. We use the GALEX colour
�
GLX

= (log fFUV � log fNUV )/(log �FUV � log �NUV ) to
estimate �, following Kong et al. (2004). The correlation
between IR/UV and � is well-documented in the litera-
ture, and has been shown to depend strongly on the star-
formation history, with galaxies dominated by younger stel-
lar populations having higher IR/UV for the same value of
� (Kong et al. 2004; Buat et al. 2012). The heterogenous
H-ATLAS sample therefore shows a large amount of scatter
in this relationship. At a given value of �

GLX

, the sam-
ple spans a range of IR/UV ratios that encompasses the
relationships for starbursts from Kong et al. (2004), and re-
solved late-type discs from Boissier et al. (2007). The best-
fit relationship from Wijesinghe et al. (2011), based on the
H-ATLAS SDP+GAMA sample, unsurprisingly provides a
good fit to our sample, but clearly a single IR/UV–� re-
lationship cannot be assumed without accounting for addi-
tional variables within the sample.

Figure 19. Total IR luminosities of all reliable extragalactic
H-ATLAS IDs as a function of redshift. Luminosities were esti-
mated by fitting the 100-500µm fluxes with a modified blackbody
SED with fixed � = 1.82 and free temperature and normalization,
and applying a correction factor of 1.35 as described in the text.
For the subset of IDs in GAMA, we colour the data by the r -band
absolute magnitude measured from kcorrect.

7 CONCLUSIONS

In this paper we have described the process of obtaining re-
liable optical and multi-wavelength counterparts to submm
sources in the H-ATLAS Phase 1 data release with UV to
near-IR data from SDSS, GAMA and other wide-area sur-
veys. The catalogues described in this paper represent a fac-
tor 10 increase in area compared with the previous data
release (SDP; S11) and an even greater increase in the num-
ber of sources due to improvements in the source extraction
described in Paper I.

We searched for counterparts within a radius of 10 arc-
sec around all � 4� SPIRE sources in the H-ATLAS cat-
alogues, corresponding to an average flux limit of 27.8mJy
at 250µm. For the matching catalogue, we used primary ob-
jects from SDSS DR7 and DR9 with r

model

< 22.4, remov-
ing spurious deblends by visual inspection of objects with
deblend flags. We used likelihood ratios to measure the re-
liability of all potential matches in this catalogue, and we
also inspected by eye a subset of bright sources to validate
the automated process and correct missing ID information
for bright galaxies and stars.

The intrinsic fraction of H-ATLAS sources which have
a counterpart in the SDSS r < 22.4 catalogue (irrespective
of whether the counterpart could be reliably identified) is
Q

0

= 0.539± 0.001 overall (0.519± 0.001 for extragalactic ob-
jects; 0.020 ± 0.002 for stars). The extragalactic value is sig-
nificantly lower than that found by S11 in the SDP release,
but this can be explained by changes in the methodology
leading to an improved estimate of Q

0

.
While Q

0

represents the theoretical maximum identifi-
cation rate for H-ATLAS sources in SDSS, in reality it is
not possible to obtain reliable counterparts for this fraction
of sources due to the ambiguity of matching submm sources
with a PSF of 18 arcsec to optically detected sources, and
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Figure 1. Three-colour (gri) optical images extracted from the SDSS (each with an identical angular size of 50⇥5000; left column), as well as CO(1-0) and
CO(2-1) IRAM-30m spectra (centre and right, respectively) for our sample DETGs (boxcar smoothed and binned to 50 km s�1). The x-axis is the rest frequency
for an object with expected redshift given in Table 1. The grey shaded region on the spectra denotes the detected line, and the dashed lines show the baseline
level, and ±1� RMS level.
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Figure 1. Three-colour (gri) optical images extracted from the SDSS (each with an identical angular size of 50⇥5000; left column), as well as CO(1-0) and
CO(2-1) IRAM-30m spectra (centre and right, respectively) for our sample DETGs (boxcar smoothed and binned to 50 km s�1). The x-axis is the rest frequency
for an object with expected redshift given in Table 1. The grey shaded region on the spectra denotes the detected line, and the dashed lines show the baseline
level, and ±1� RMS level.
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Figure 1 – continued

4 Results

4.1 Line detections

We formally detect the CO(J=1-0) and CO(J=2-1) lines in 15 of
our 17 DETGs. The CO spectra for the detections are presented
along with SDSS 3-colour images of the sources in Figure 1. Table

2 lists the properties of the detected lines, and upper limits for the
non-detections. We do not discuss the non-detections further, as the
observations we have are not deep enough to be constraining (but
we do include these objects in future tables for completeness). In
all cases with detected lines the redshifts of the two CO transitions
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Figure 4. Histogram of the predicted gas fractions in the minor merger com-
panion, assuming all the gas mass in our DETGs came from a minor merger
with a dwarf companion (whose mass is derived as in Figure 3). Also shown
as a shaded histogram are the observed gas fractions in dwarf galaxies from
Huang et al. (2012), and as a red histogram is the gas fractions predicted for
gas rich mergers onto ETGs in the SAMs of Lagos et al. (2014).

is predicted to have had before the merger as a black filled his-
togram. The gas fractions of some of the accreted satellites are high,
with the median accreted galaxy having ⇡10 times more gas mass
than stellar mass. The error bars on this estimate are large, with a
median error bar being displayed on the bottom right (we include
the errors in gas and dust masses, and propagate these through, in-
cluding a source of error from the scatter of the mass-metallicity re-
lation). In Figure 4 we also plot the observed distribution of dwarf
galaxy gas mass fractions from Huang et al. (2012), shown as a
grey shaded histogram. We also show as a red histogram the pre-
dicted gas fractions of z=0 gas-rich mergers onto ETGs, again taken
from the semi-analytic models (SAMs) of Lagos et al. (2014). The
predicted and observed gas fractions (from Huang et al. 2012 and
Lagos et al. 2014 respectively) are found to agree well with one
another.

As Figure 4 shows, our predicted distribution of minor com-
panion gas mass fractions are skewed to larger values than found in
the sample of local dwarf galaxies. This can likely be explained by
our strong selection function towards detecting more gas-rich ob-
jects, ensuring we are only selecting the most gas rich minor merg-
ers in the local universe. It should be noted that the observed dwarf
galaxy gas fractions actually only include atomic gas, thus the total
gas mass is somewhat higher, decreasing any discrepancy. Dwarf
galaxies as gas-rich as those required here do exist in the study of
Huang et al. (2012), but are rare (⇡7% of the observed dwarfs have
gas to stellar mass fractions greater than 20). They also found ⇡2%
of dwarfs had gas masses greater than 100 times their stellar mass.

5.3 Suppression of star-formation in minor mergers
In Table 1 we presented the star-formation rates of the sample
DETGs, estimated via SED fitting (using the MAGPHYS code). The
derived values vary between 0.01 and 1.3 M� yr�1. These are rea-
sonable star-formation rates for ETGs, well within the range found
within the ATLAS3D sample (0.008 - 18 M�yr�1; D14).

Davis et al. (2014, hereafter D14) reported that the star-
formation was suppressed in ATLAS3D ETGs (compared to late-
type galaxies), with their sample galaxies lying on average a fac-
tor of ⇡2.5 below the Kennicutt-Schmidt relation (e.g. Kenni-
cutt 1998). We are unable to place our galaxies on the Kennicutt-

Figure 5. Histogram of the star formation efficiency (SFE=SFR/MH2)
in our DETGs (black histogram) and ATLAS3D ETGs (grey shaded his-
togram). The average SFE of the spiral galaxies from Kennicutt (1998) is
also shown as a black vertical line, with a grey bar showing the standard
deviation of their SFEs around the mean.

Schmidt relation, as we have no estimate of the size of the star-
forming region in these objects. We can however estimate the star-
formation efficiency (SFE; defined as star formation per unit gas
mass), using our gas masses and derived star-formation rates. In
what follows we define the SFE as star-formation rate per unit
molecular gas mass (SFR/MH2) rather than total gas, because
molecular gas is the phase which is most closely linked to star for-
mation (e.g. Bigiel et al. 2008). Including H I (or using a variable
XCO) in our SFEs would make the SFEs even smaller (or equiva-
lently, make depletion times longer).

Figure 5 shows the SFE in our DETGs (black histogram),
and the ATLAS3D ETGs (grey histogram). Also shown (as a black
line/grey bar) are the spiral galaxies of Kennicutt (1998), which
have been found to have average SFEs of ⇡1.5⇥10�9 yr�1 (see
also e.g. Bigiel et al. 2011). The distribution of SFE in our DETGs
overlap with the distribution found in ATLAS3D, but the medians
are substantially different. Our DETG sample objects have median
SFEs of ⇡9⇥10�11 yr�1, while the median for the entire sample of
ATLAS3D ETGs is closer to ⇡4⇥10�10 yr�1. A Mann-Whitney U
test finds that these two SFE distributions are unlikely to be drawn
from the same parent distribution at a confidence level �3�. Thus,
if star formation were to continue on in a steady state at the same
level as today, the gas reservoir in our objects would take a me-
dian time of ⇡11 Gyr to be depleted. We note that the median SFE
in our sample would be even lower if we use a metallicity-derived
XCO conversation factor.

We checked that our results were not dependant on the method
used to estimate star-formation rates by also calculating monochro-
matic star-formation rates from Wide-field Infrared Survey Explorer
(WISE; Wright et al. 2010) 22 µm emission alone, and the 22 µm
data combined with observations of far-ultraviolet emission from
the Galaxy Evolution Explorer (GALEX; Morrissey et al. 2007).
We used the same procedure as described in Davis et al. (2014),
taking 22 µm aperture magnitudes and foreground extinction cor-
rected FUV magnitudes for the DETGs from the data compiled in
K13. We note that the aperture values used include the entire galax-
ies, allowing us to properly subtract the circumstellar emission from
old stars, which can be important at 22µm (see Davis et al. (2014)
for a full discussion of this process). These three estimates of the
star-formation rate agree well, apart from at low SFRs where the
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Figure 3. Distributions of morphology related parameters in all blue (thick solid line) and red sources. E (red dashed line), S (green dotted line) and U (cyan
line) labels represent the morphology of individual red source as explained in Section 3.1.2. Each histogram is normalized by its integral. Panels represent
distributions of galaxy (a) Sérsic index, (b) ellipticity and (c) inclination angle. In addition, the ‘black dotted line’ and ‘grey filled histogram’ in panel (c)
represent the distribution of red-S+R galaxies and random distribution of inclination angles, respectively.

which a galaxy is considered as early/late type. For instance,
Ravindranath et al. (2004) adopts n = 2.0 to divide their sample
into early and late types though Sérsic indices of n > 2.5 have
been also used to describe early-type sources (e.g. Bell et al. 2004a;
Barden et al. 2005).

Fig. 3 (panel a) displays the distributions of Sérsic indices for all
galaxies in our sample, i.e. the blue sample as well as the morpho-
logically classified red galaxies.2 From this figure, it is clear that
the distribution of Sérsic indices for the red-E sample peaks around
≈4. This is larger than those estimated for the S galaxies (either
blue or red). The Sérsic index distribution of the red-U galaxies lies
somewhat between those of the S and E samples.

An inspection of the ellipticity parameter3 of all galaxies in the
sample (Fig. 3, panel b) reveals that, not surprisingly, in red sources
of type S, e ! 0.5 whereas in red galaxies of type E, e " 0.5. In fact
the disc structure is extremely pronounced in highly inclined spiral
galaxies and therefore the majority of galaxies in the S category are
those having larger ellipticities. This is better shown in Fig. 3(c)
where histograms of galaxy inclination angles (i) for blue , red-
S, red-E as well as red S+U samples are plotted. Inclinations are
determined from the relation

cos2 i = [(b/a)2 − p2](1 − p2)−1 (2)

in which p is the ratio of the smallest to the largest axis of an oblate
spheroid of rotation. We assume p = 0.20 which is an appropriate
value to use for the intrinsic flattening of the distribution of the light
of galactic spheroids (e.g. van den Bergh 1988).

Unlike blue and red-E galaxies, the majority of red-S galaxies
are highly inclined. Note that, even in the combined red-U + red-S
sample, there is still and excess of galaxies with relatively large
inclination angles in comparison to the blue and red-E samples.

To illustrate this, we show in Fig. 3(c) the distribution of incli-
nation angles as expected from a random sampling. The observed
difference between the distribution of red-(S+U) galaxies in com-

2 We perform a KS test, associated with different estimated parameters, for
each pair of galaxy types. The results (p values) are reported in the KS test
Table 1.
3 The ellipticity for each galaxy has been estimated as (e = 1 − b/a) where
a and b are the galaxy’s semimajor and semiminor axes as measured in the
SDSS.

parison to a sample of simulated inclinations, suggests that the
fraction of highly inclined systems in red-(S+U) sample is more
than one would expect for a random distribution. This shows that
the inclination angle play a non-negligible role in the observed red
colour of red-S systems.

The main conclusion is that the red-E sample consists of intrin-
sically red objects, while the red-S sample contains galaxies where
inclination could be a dominant factor in determining the observed
red optical colours. Although these inclined sources are not the
main interest of this paper, we do discuss some of their ensemble
properties in Section 3.5.1.

3.2 Environmental density of red galaxies

In order to explore the environmental density of red galaxies and see
if it plays an important role in shaping their observed properties, we
compute the projected surface density around each galaxy. This is
based on counting the number of nearest neighbours, i.e. the density
within the distance to the Nth nearest neighbour. Hence, the surface
density to the fifth nearest neighbour is calculated as

!5(Mpc−2) = 5
πd2

5
, (3)

where d5 is the projected comoving distance to the fifth near-
est neighbour within a volume-limited density-defining population
(DDP) and relative velocity ±1000 km s−1 (Wijesinghe et al. 2012;
Brough et al. 2013). The DDP are galaxies brighter than Mr ≤
−20.0. Densities are calculated for galaxies with rPetro≤ 19.4 (where
rPetro is the r-band Petrosian magnitude), 0.01 ≤ z ≤ 0.18 and with
reliable redshifts (nQ ≥ 3; Driver et al. 2011). Although equation (3)
is a 2D estimate, the redshift information of each galaxy is used to
remove the background and foreground sources.

Fig. 4 displays histograms of the projected densities for blue and
red galaxies within the redshift range of 0.01 ≤ z ≤ 0.18 and for
all systems having Mr ≤ −20.0. This decreases the overall number
of red galaxies by ≈4.2 per cent (out of 117 red galaxies, two have
z> 0.18 and three have Mr >−20.0). Although the highest observed
density (1.5 " log (!5) " 2.5) is populated by a small fraction of
the red-E-type systems which indeed are relatively massive galax-
ies, there is no significant difference between the distribution for
the red sources in any morphological type with respect to the one
corresponding to the blue sample. This indicates that all galaxies,
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Figure 13. The evolution of the dust mass relatively to the stellar mass of as a function of the age of SSP. The left-hand, middle and right-hand panel indicate
initial metallicities of Z = 1, 2 and 3 Z⊙, respectively. The value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al. 2009). The solid lines
show the evolution of the cumulative dust mass returned in the SSP. The evolution of dust mass for the same SSP model with dust destruction by thermal
sputtering on the time-scales of 1 Gyr and 100 Myr are shown with the dashed and dotted lines, respectively. The filled red circles represent the sample of
red-E galaxies which have been grouped in metallicity bins of [0.5–1.5], [1.5–2.5] and >2.5 Z⊙. The specific dust masses of each red-E galaxy in the sample
is plotted versus the mass weighted age of its stellar populations and the metallicity of each galaxy is obtained from the SDSS DR4 (Gallazi et al. 2005).

elliptical galaxies and a value of T = 106 K results in the time-scale
of 200 Myr. A similarly low value of the time-scale of interstellar
dust destruction, only 46 Myr, is derived for early type galaxies
(ETGs) detected in FIR by Spitzer observations (Clemens et al.
2010). For a comparison, we also ran calculations of the SSP evo-
lution with a longer dust destruction time-scale of 1 Gyr which
corresponds to a lower gas density of 10−4 cm−3. This long time-
scale may also account for the fact that many early-type galaxies
may harbour cold gas (Mathews & Brighenti 2003; Alatalo et al.
2013; Young et al. 2014), where grains are protected for some time
from the thermal sputtering and can survive longer. Another mech-
anism of dust destruction is inertial sputtering in SN shocks, which
is thought to be the dominant mechanism of dust destruction in
spiral galaxies. However, in a hot rarefied medium one SN destroys
20 times less dust compared to the local ISM conditions (McKee
1989). We therefore do not consider dust destruction by Type Ia
SNe and restrict our consideration to the thermal sputtering in hot
gas. Dust mass in an early-type galaxy can also be substantially re-
duced by the galactic winds (not considered in the present model).
Our estimates should therefore be considered as the upper limit for
the stardust mass.

Fig. 13 compares the specific dust masses we have derived for
the sample of red-E to the results of the SSP models.4 The data
are grouped in three metallicity bins of [0.5–1.5], [1.5–2.5] and
>2.5 Z⊙ and compared to three sets of SSP models with Z = Z⊙
(left-hand panel), Z = 2 Z ⊙ (middle panel), and Z = 3 Z⊙ (right-
hand panel). The specific dust masses of each red-E galaxy in the
sample is plotted versus the mass weighted age of its stellar popula-
tions and the metallicity of each galaxy is obtained from the SDSS
DR4 (Gallazi et al. 2005). The figure clearly shows that, as expected,
SSP models with no dust destruction tend to overpredict the amount
of dust in these ellipticals. On the other hand, more realistic models
with dust sputtering fail to reproduce the observed MD/M∗ ratio
even when a relatively long dust destruction time-scale of 1 Gyr

4 Value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al.
2009).

is considered. The SSP models with dust destruction underpredicts
the ratio of MD/M∗ by more than two order of magnitude. These
estimates demonstrate that dust return into ISM from stellar sources
is not sufficient to explain the observed MD/M∗. This implies an
external origin of the dust via minor mergers and/or efficient dust
growth in the dense ISM.

The amount of dust in the submm-detected galaxies as well as its
correlation with the present-day SFR (Fig. 12, panel b) suggests a
connection between the dust and the dense ISM in agreement with
Alatalo et al. (2013), who find that the distribution of the CO and
dust in nearby ETG is spatially correlated. The time-scale for dust
growth in molecular clouds is short and of the order of a few to
several 107 yr (Hirashita 2000). We estimate an upper bound on the
dust mass that may result from dust growth in the dense ISM in
the following manner. Assuming a specific mass of molecular gas
MH2/M⋆ of 0.01 and a value of 0.06 for the specific mass of the
atomic gas MH I/M⋆ (these are the observed upper limits in Young
et al. 2014), a dust-to-hydrogen mass ratio of 0.018 (i.e. about
3 times the solar value), and a complete condensation of heavy
elements into dust in the molecular gas, this yields a specific dust
mass MD/M⋆ of 0.07 × 0.018 ≈ 1.3 × 10−3 which is only slightly
higher than the largest specific dust masses measured for the sample
of red ellipticals that are displayed in Fig. 13. This means that it is
difficult, but not impossible, to explain the measured dust masses
as resulting from grain growth in the dense gas inside the elliptical
galaxies. It should be noted that dust growth does not preclude
the role of minor mergers because the molecular gas may have an
external origin (Davis et al. 2011).

4 C O N C L U S I O N S

In this work, we examine the properties of low-redshift galaxies de-
tected in 250 µm(>5σ ) using H-ATLAS DR1 catalogue. We define
two sub-samples of red and blue galaxies based on NUV−r colours.
Our aim is to understand the nature of the red subset in comparison
to those in the blue sub-sample. We can summarize our findings as
follows.
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Figure 13. The evolution of the dust mass relatively to the stellar mass of as a function of the age of SSP. The left-hand, middle and right-hand panel indicate
initial metallicities of Z = 1, 2 and 3 Z⊙, respectively. The value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al. 2009). The solid lines
show the evolution of the cumulative dust mass returned in the SSP. The evolution of dust mass for the same SSP model with dust destruction by thermal
sputtering on the time-scales of 1 Gyr and 100 Myr are shown with the dashed and dotted lines, respectively. The filled red circles represent the sample of
red-E galaxies which have been grouped in metallicity bins of [0.5–1.5], [1.5–2.5] and >2.5 Z⊙. The specific dust masses of each red-E galaxy in the sample
is plotted versus the mass weighted age of its stellar populations and the metallicity of each galaxy is obtained from the SDSS DR4 (Gallazi et al. 2005).

elliptical galaxies and a value of T = 106 K results in the time-scale
of 200 Myr. A similarly low value of the time-scale of interstellar
dust destruction, only 46 Myr, is derived for early type galaxies
(ETGs) detected in FIR by Spitzer observations (Clemens et al.
2010). For a comparison, we also ran calculations of the SSP evo-
lution with a longer dust destruction time-scale of 1 Gyr which
corresponds to a lower gas density of 10−4 cm−3. This long time-
scale may also account for the fact that many early-type galaxies
may harbour cold gas (Mathews & Brighenti 2003; Alatalo et al.
2013; Young et al. 2014), where grains are protected for some time
from the thermal sputtering and can survive longer. Another mech-
anism of dust destruction is inertial sputtering in SN shocks, which
is thought to be the dominant mechanism of dust destruction in
spiral galaxies. However, in a hot rarefied medium one SN destroys
20 times less dust compared to the local ISM conditions (McKee
1989). We therefore do not consider dust destruction by Type Ia
SNe and restrict our consideration to the thermal sputtering in hot
gas. Dust mass in an early-type galaxy can also be substantially re-
duced by the galactic winds (not considered in the present model).
Our estimates should therefore be considered as the upper limit for
the stardust mass.

Fig. 13 compares the specific dust masses we have derived for
the sample of red-E to the results of the SSP models.4 The data
are grouped in three metallicity bins of [0.5–1.5], [1.5–2.5] and
>2.5 Z⊙ and compared to three sets of SSP models with Z = Z⊙
(left-hand panel), Z = 2 Z ⊙ (middle panel), and Z = 3 Z⊙ (right-
hand panel). The specific dust masses of each red-E galaxy in the
sample is plotted versus the mass weighted age of its stellar popula-
tions and the metallicity of each galaxy is obtained from the SDSS
DR4 (Gallazi et al. 2005). The figure clearly shows that, as expected,
SSP models with no dust destruction tend to overpredict the amount
of dust in these ellipticals. On the other hand, more realistic models
with dust sputtering fail to reproduce the observed MD/M∗ ratio
even when a relatively long dust destruction time-scale of 1 Gyr

4 Value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al.
2009).

is considered. The SSP models with dust destruction underpredicts
the ratio of MD/M∗ by more than two order of magnitude. These
estimates demonstrate that dust return into ISM from stellar sources
is not sufficient to explain the observed MD/M∗. This implies an
external origin of the dust via minor mergers and/or efficient dust
growth in the dense ISM.

The amount of dust in the submm-detected galaxies as well as its
correlation with the present-day SFR (Fig. 12, panel b) suggests a
connection between the dust and the dense ISM in agreement with
Alatalo et al. (2013), who find that the distribution of the CO and
dust in nearby ETG is spatially correlated. The time-scale for dust
growth in molecular clouds is short and of the order of a few to
several 107 yr (Hirashita 2000). We estimate an upper bound on the
dust mass that may result from dust growth in the dense ISM in
the following manner. Assuming a specific mass of molecular gas
MH2/M⋆ of 0.01 and a value of 0.06 for the specific mass of the
atomic gas MH I/M⋆ (these are the observed upper limits in Young
et al. 2014), a dust-to-hydrogen mass ratio of 0.018 (i.e. about
3 times the solar value), and a complete condensation of heavy
elements into dust in the molecular gas, this yields a specific dust
mass MD/M⋆ of 0.07 × 0.018 ≈ 1.3 × 10−3 which is only slightly
higher than the largest specific dust masses measured for the sample
of red ellipticals that are displayed in Fig. 13. This means that it is
difficult, but not impossible, to explain the measured dust masses
as resulting from grain growth in the dense gas inside the elliptical
galaxies. It should be noted that dust growth does not preclude
the role of minor mergers because the molecular gas may have an
external origin (Davis et al. 2011).

4 C O N C L U S I O N S

In this work, we examine the properties of low-redshift galaxies de-
tected in 250 µm(>5σ ) using H-ATLAS DR1 catalogue. We define
two sub-samples of red and blue galaxies based on NUV−r colours.
Our aim is to understand the nature of the red subset in comparison
to those in the blue sub-sample. We can summarize our findings as
follows.
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Figure 13. The evolution of the dust mass relatively to the stellar mass of as a function of the age of SSP. The left-hand, middle and right-hand panel indicate
initial metallicities of Z = 1, 2 and 3 Z⊙, respectively. The value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al. 2009). The solid lines
show the evolution of the cumulative dust mass returned in the SSP. The evolution of dust mass for the same SSP model with dust destruction by thermal
sputtering on the time-scales of 1 Gyr and 100 Myr are shown with the dashed and dotted lines, respectively. The filled red circles represent the sample of
red-E galaxies which have been grouped in metallicity bins of [0.5–1.5], [1.5–2.5] and >2.5 Z⊙. The specific dust masses of each red-E galaxy in the sample
is plotted versus the mass weighted age of its stellar populations and the metallicity of each galaxy is obtained from the SDSS DR4 (Gallazi et al. 2005).

elliptical galaxies and a value of T = 106 K results in the time-scale
of 200 Myr. A similarly low value of the time-scale of interstellar
dust destruction, only 46 Myr, is derived for early type galaxies
(ETGs) detected in FIR by Spitzer observations (Clemens et al.
2010). For a comparison, we also ran calculations of the SSP evo-
lution with a longer dust destruction time-scale of 1 Gyr which
corresponds to a lower gas density of 10−4 cm−3. This long time-
scale may also account for the fact that many early-type galaxies
may harbour cold gas (Mathews & Brighenti 2003; Alatalo et al.
2013; Young et al. 2014), where grains are protected for some time
from the thermal sputtering and can survive longer. Another mech-
anism of dust destruction is inertial sputtering in SN shocks, which
is thought to be the dominant mechanism of dust destruction in
spiral galaxies. However, in a hot rarefied medium one SN destroys
20 times less dust compared to the local ISM conditions (McKee
1989). We therefore do not consider dust destruction by Type Ia
SNe and restrict our consideration to the thermal sputtering in hot
gas. Dust mass in an early-type galaxy can also be substantially re-
duced by the galactic winds (not considered in the present model).
Our estimates should therefore be considered as the upper limit for
the stardust mass.

Fig. 13 compares the specific dust masses we have derived for
the sample of red-E to the results of the SSP models.4 The data
are grouped in three metallicity bins of [0.5–1.5], [1.5–2.5] and
>2.5 Z⊙ and compared to three sets of SSP models with Z = Z⊙
(left-hand panel), Z = 2 Z ⊙ (middle panel), and Z = 3 Z⊙ (right-
hand panel). The specific dust masses of each red-E galaxy in the
sample is plotted versus the mass weighted age of its stellar popula-
tions and the metallicity of each galaxy is obtained from the SDSS
DR4 (Gallazi et al. 2005). The figure clearly shows that, as expected,
SSP models with no dust destruction tend to overpredict the amount
of dust in these ellipticals. On the other hand, more realistic models
with dust sputtering fail to reproduce the observed MD/M∗ ratio
even when a relatively long dust destruction time-scale of 1 Gyr

4 Value of the solar metallicity adopted here is Z⊙ = 0.014 (Asplund et al.
2009).

is considered. The SSP models with dust destruction underpredicts
the ratio of MD/M∗ by more than two order of magnitude. These
estimates demonstrate that dust return into ISM from stellar sources
is not sufficient to explain the observed MD/M∗. This implies an
external origin of the dust via minor mergers and/or efficient dust
growth in the dense ISM.

The amount of dust in the submm-detected galaxies as well as its
correlation with the present-day SFR (Fig. 12, panel b) suggests a
connection between the dust and the dense ISM in agreement with
Alatalo et al. (2013), who find that the distribution of the CO and
dust in nearby ETG is spatially correlated. The time-scale for dust
growth in molecular clouds is short and of the order of a few to
several 107 yr (Hirashita 2000). We estimate an upper bound on the
dust mass that may result from dust growth in the dense ISM in
the following manner. Assuming a specific mass of molecular gas
MH2/M⋆ of 0.01 and a value of 0.06 for the specific mass of the
atomic gas MH I/M⋆ (these are the observed upper limits in Young
et al. 2014), a dust-to-hydrogen mass ratio of 0.018 (i.e. about
3 times the solar value), and a complete condensation of heavy
elements into dust in the molecular gas, this yields a specific dust
mass MD/M⋆ of 0.07 × 0.018 ≈ 1.3 × 10−3 which is only slightly
higher than the largest specific dust masses measured for the sample
of red ellipticals that are displayed in Fig. 13. This means that it is
difficult, but not impossible, to explain the measured dust masses
as resulting from grain growth in the dense gas inside the elliptical
galaxies. It should be noted that dust growth does not preclude
the role of minor mergers because the molecular gas may have an
external origin (Davis et al. 2011).

4 C O N C L U S I O N S

In this work, we examine the properties of low-redshift galaxies de-
tected in 250 µm(>5σ ) using H-ATLAS DR1 catalogue. We define
two sub-samples of red and blue galaxies based on NUV−r colours.
Our aim is to understand the nature of the red subset in comparison
to those in the blue sub-sample. We can summarize our findings as
follows.
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gives a probability <0.001 per cent of the Virgo ETG being drawn
from the same parent population as the GAMA ETG. In other words,
the proportion of dusty ETG is much higher in the GAMA sample
than in the Virgo sample.

6 D ISCUSSION

6.1 Mock catalogues and detection limits

We further test how the two samples of ETG compare in the left
plot of Fig. 8 by carrying out Monte Carlo simulations for the Virgo
galaxies, to account for the sample selection effects of the GAMA
galaxies. 500 mock catalogues, each with 771 galaxies (as in the
GAMA ETG sample), are generated by randomly sampling the
Virgo ETG (for their dust mass, stellar mass and submm fluxes) and
placing them at distances randomly selected from the GAMA ETG
sample. The observed Virgo ETG submm fluxes (or non-detections)
in 250 and 350 micron Herschel bands are then transformed to
fluxes at the new distances, taking into account K-corrections (as in
equation 2 of Dunne et al. 2011). Thus fluxes significantly decrease
due to the larger distances and slightly increase due to K-corrections
in the submm.

For each mock catalogue, the number of expected submm detec-
tions above the H-ATLAS limits (5σ at 250 µm and 3σ at 350 µm,
as in A13) is calculated and expressed as a percentage of the 771
galaxies. The predicted mean and standard deviation is then 0.92
± 0.36 per cent detections, with standard deviation calculated from
the spread of results amongst the 500 mock catalogues. For GAMA
ETG 188 out of 771 galaxies were actually detected (above those
H-ATLAS limits, as in Fig. 8 left). This corresponds to 24.4 ± 2.0
per cent, taking into account Poisson noise in these numbers.

Therefore the difference between H-ATLAS ETG detections and
the mock HeViCS detections at H-ATLAS distances, is greater than
11σ . This corresponds to a negligible probability (<10−28) of the
HeViCS sample being consistent with the H-ATLAS sample, in
terms of their intrinsic submm properties. Thus the differences in
specific dust distributions seen in Fig. 8 is not explained by different
dust mass detection limits in the two samples.

6.2 Environments

As it has been shown that MAGPHYS successfully reproduces the
modBB results for dust mass, we adopt hereafter the parameters
(Td, Md and M∗) derived with MAGPHYS. This has the advantage of
ensuring uniformity of approach and also of providing SF parame-
ters. However, this means that we must exclude from the subsequent
analysis the four HeViCS ETG with synchrotron radiation and the
MAGPHYS PF (4 in HeViCS and 11 in H-ATLAS). We note that the
multiwaveband photometric data sets used in the MAGPHYS fits are
different for the HeViCS and H-ATLAS samples. We begin by ex-
amining the relationship between environment and dust-to-stellar
mass ratio in Fig. 11. In spite of the large scatter in this plot, there
is a weak overall log–log anticorrelation (rP = −0.3), which is in-
fluenced by the different sensitivity limits of the two samples. For
H-ATLAS data alone, the correlation coefficient decreases to rP

= −0.2, which is not a significant result, therefore the anticorrela-
tion is not clear within each individual sample.

For the H-ATLAS sample, which is less sensitive, we have at-
tempted a stacking analysis to probe the undetected ETG (follow-
ing the methods of Bourne et al. 2012), accounting for blending of
nearby sources and assuming the flux is spread out over the optical
extent of each source (Hill et al. 2011). By stacking at the position

Figure 11. Dust-to-stellar mass ratio derived from MAGPHYS fits plotted
against environment surface density for the two ETG samples. H-ATLAS
ETG are plotted in red (Es are open circles and S0s are filled circles) and
HeViCS ETG are plotted in blue (Es are open squares and S0s are filled
squares). Poor SED fits are marked in encircled crosses (in red or blue
based on the sample). Arrows indicate the dust-to-stellar mass ratio for two
H-ATLAS S0s at "gal =0.001 gals Mpc−2.

of the undetected ETG in the 100–500 µm maps, we derive the
median value of the flux density in the stack in order to avoid bias
from outliers, and we estimate the 1σ error on the median from
the distribution of values in the stack. From these median stacked
flux densities, we find a median dust mass of ∼4.44 ×105 M⊙,
at a median surface density of "gal = 2.3 gals Mpc−2 and median
stellar mass of ∼2.0 × 1010 M⊙. This is at log10(M∗) = 10.3 and
log10(Md/M∗) = −4.65, which lies amongst the dust detected S0
galaxies in the Virgo cluster in Fig. 8 and well above the HeViCS
detection limits. In Fig. 11, this specific dust mass is comparable
to the Virgo detected ETG. However, the 90 undetected ETG in the
Virgo cluster will lie well below this point in specific dust mass,
since they are below the dashed blue lines in Fig. 8 and the two sam-
ples cover similar stellar mass ranges. Conversely, if the detected
Virgo ETG were placed at the average distance of the GAMA ETG
sample, then only one Virgo ETG would be detected in Fig. 11
(VCC1535). It is difficult to quantify the lower limit of the dis-
tribution in Fig. 11 without further constraints, but it is clear that
sensitivity limits are not causing the downward slope seen at the top
of the distribution in Fig. 11.

The substantial range of normalized dust mass displayed by the
Virgo ETG is a feature which needs to be subjected to more scrutiny,
e.g. studying the dust detection rate and normalized dust mass in
fast- and slow-rotators, following a suggestion by S13. ATLAS3D

is an ongoing survey investigating the kinematic properties of a
volume-limited sample of ETG including the Virgo cluster, find-
ing that elliptical galaxies tend to be either slow rotators or rotate
faster than lenticulars (based on apparent specific angular momen-
tum). They find that non-rotating ETG tend to be found in highly
overdense environments (Krajnović et al. 2011) – their results also
indicate that in dense groups and clusters gas accretion is sup-
pressed. Although 20 of the ETG in the HeViCS sample correspond
with those studied by ATLAS3D (Emsellem et al. 2011), it is in-
conclusive from such a comparison whether the rotation speed of
each galaxy is related to its respective dust-to-stellar mass ratio,
for the current sample. However, it has been shown that a galaxy’s
stellar angular momentum and stellar mass are negatively correlated
(e.g. Emsellem et al. 2011), and normalized dust mass is negatively
correlated with stellar mass (A13). Therefore, it can be postulated
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Figure 3. Multiwavelength imagery of four examples of the curious very
blue galaxies found in the HAPLESS sample. From left to right they are,
UGC 09299, NGC 5584, NGC 5733, and NGC 5705. The bands displayed,
from top to bottom, are: GALEX FUV, SDSS gri three-colour, VIKING
KS-band, and PSF-filtered Herschel 250 µm. Each image is 150 arcsec×
150 arcsec. Note the blue optical colours, flocculent morphologies, NIR
faintness, and bright extended UV emission. The whole sample is presented
in Appendix A, Fig. A1.

GALEX coverage is not available for two of the HAPLESS galax-
ies (HAPLESS 19 and 21); however the colour u − KS is well corre-
lated with FUV–KS (Spearman rank correlation coefficient of 0.94
for HAPLESS). By comparing the distributions of these colours, we
can state with 3σ confidence that a source with u − KS< 1.36 will
have FUV–KS < 3.5. This indicates that HAPLESS 19 is a member
of our curious blue population; visual inspection confirms that it
exhibits irregular and extremely flocculent morphology.

The FUV–KS colours of the HAPLESS galaxies can be found
in Table 3. Of the 42 HAPLESS galaxies, 27 (64 per cent) satisfy
the very blue FUV–KS < 3.5 criterion; 25 (93 per cent) of these
exhibit irregular and/or highly flocculent morphology. Of the 15
HAPLESS galaxies with FUV–KS > 3.5, irregular and/or highly
flocculent morphology is exhibited by only 7 (47 per cent); a two-
sided Fisher test suggests this difference is significant at the p < 0.01
level.

3 EX T E N D E D - S O U R C E P H OTO M E T RY A N D
U N C E RTA I N T I E S

3.1 Extended-source photometry

We conducted our own aperture-matched photometry of the HAP-
LESS galaxies, across the entire UV-to-submm wavelength range,
with exceptions for the IRAS 60 µm measurements, and for the
PACS 100 and 160 µm aperture fitting; these differences are detailed
in Sections 3.1.1 and 3.1.2, respectively. At all other wavelengths,
we applied a consistent photometric process, tailored to reliably
cope with the wide range of sizes and morphologies exhibited by
the sample across the 20 photometric bands employed. These bands
are: GALEX FUV and NUV; SDSS ugri, VIKING ZYJHKs, WISE

Figure 4. Illustration of the stages of our aperture-fitting process, using
GALEX FUV imagery of galaxy NGC 5584 (HAPLESS 14) as an example.
Panel 1 shows the inner 500 arcsec × 500 arcsec portion of the cutout centred
upon the target source. Panel 2 shows all of the pixels in the cutout with
SNR > 3. Panel 3 shows the significant pixels of the target source, contained
within their convex hull (red points). Panel 4 shows an ellipse fitted to the
convex hull; this ellipse provides the position angle and axial ratio of the
source aperture. Panel 5 depicts the incremental annuli used to establish
the semimajor axis at which annular flux falls to SNR < 2 (thin concentric
lines); 1.2 times this distance is then used as the semimajor axis of the source
aperture (thick line). Panel 6 demonstrates the final source aperture (thick
line) and sky annulus (thin lines). The apertures at all bands for a given
sources are then compared to select the largest, which is then employed for
all bands.

3.4, 4.6, 12, and 22 µm; Herschel-PACS 100, and 160 µm; and
Herschel-SPIRE 250, 350, and 500 µm. In summary, an elliptical
aperture was fitted to a given source in the FUV–22 µm bands.3

The sizes of these apertures were compared to identify the largest,
which was subsequently then used to perform matched photometry
across all bands (see Fig. 4).

In detail, we first cut-out a 2000 arcsec × 2000 arcsec region cen-
tred on the target source in each band. In the UV–NIR, bright fore-
ground stars were removed. The SDSS DR9 (Ahn et al. 2012) cata-
logue was used to identify the locations of the brightest ∼20 per cent
of stars in the field. Locations for stars in non-SDSS bands were

3 SPIRE bands were not used to define the aperture size due to the high
levels of confusion noise.
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Figure 18. The atomic gas properties of the HAPLESS, HRS, and Planck C13N13 galaxies. Left: the H I mass distribution. Centre: the gas fraction (equation 6).
The HAPLESS sources have higher gas fractions than seen in other FIR surveys of local galaxies. Right: the baryonic mass distribution. Whilst the stellar mass
and H I mass distributions of HAPLESS and the HRS are very different, their baryonic mass distributions are rather more similar.

5.6 Gas properties

Here, we compare the gas properties of the three samples. Fig. 18
shows the H I mass distribution of the three samples; 90 per cent
(38) of the HAPLESS galaxies, 81 per cent (263) of the HRS,
and 94 per cent (220) of the Planck C13N13 galaxies have H I

data available. Interestingly, the median HAPLESS H I mass of
1.4 × 109 M⊙ is greater than the HRS median – despite the median
HAPLESS stellar mass being four times lower than that of the HRS.
Once again, the bias of the Planck C13N13 sample towards more
massive objects is manifest (Table 6).

The H I gas fractions (equation 6) of the HAPLESS galaxies
have a median value of 0.52 (Table 6), and show a relatively flat
distribution from 0.03 to 0.96, spanning a much wider range than
those in HRS or Planck C13N13. Of the HAPLESS galaxies with
H I detections, 58 per cent (18) have baryonic masses which are in
fact dominated by their atomic gas component. This is without any
consideration of molecular gas, the inclusion of which would only
serve to drive up the gas fractions still further. In contrast, the HRS
and Planck C13N13 distributions are strongly skewed towards lower
gas fractions, with medians of 0.18 and 0.17, respectively. A K–S
test suggests that HAPLESS galaxies are drawn from a different
underlying population in terms of gas fraction (Table 6).

The right-hand panel of Fig. 18 shows the baryonic masses of
the three samples, where MB = MH I + M⋆. This measure of galaxy
mass may be more appropriate for comparing samples where stars
make up only a small fraction of the total baryonic mass of some
of the galaxies. Whilst HAPLESS and the HRS have very different
distributions of stellar mass and H I mass (Figs 9 and 18), the
differences are far less pronounced once we consider baryonic mass
(see Table 6). ThePlanck C13N13 sample is again limited by its high
550 µm flux limit, primarily sampling galaxies with high baryonic
masses. In the local Universe – where the largest haloes have already
completed more of their star formation – this tends to populate the
Planck C13N13 sample with a relatively high fraction of passive,
high stellar mass and low gas fraction galaxies.

In Fig. 19, we consider the properties of the galaxies in relation
to their atomic gas richness; i.e. MH I/M⋆. The top panel shows that
bluer FUV–KS colour is strongly correlated with higher levels of
gas richness; we also note that the edges of this distribution appear
to be quite sharp; for a given FUV–KS colour, only a small range

Figure 19. Trends with MH I/M⋆ (i.e. gas richness) for the HAPLESS,
HRS, and Planck C13N13 samples. Upper: FUV–KS versus MH I/M⋆. Bluer
colours are strongly associated with higher gas-to-stellar mass fractions;
The (FUV–KS < 3.5) colour criterion we use to define the curious very
blue galaxies transpires to correspond to MH I ≈ M⋆ (vertical dotted line).
Centre: MH I/M⋆ against SSFR. Lower: Md/MH I against MH I/M⋆. Hollow
circles indicate galaxies that are beneath the luminosity-limit of the sample.
HIPASS 3σ upper limits (equation 5) are shown (dotted in the case of
galaxies not in our 250 µm luminosity-limit sub-sample.)

MNRAS 452, 397–430 (2015)
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Dust across the 
galaxy population

• Dustiest galaxies in 
the local volume 
(Clark et al. 2015)


• Very late-type 
morphologies, blue 
UV/optical colours, 
low dust extinction


• High dust mass but 
very high gas mass 
and specific SFR:


• Early evolutionary 
stage

HRS

H-ATLAS 
local dust-rich  

sample

Bluest 
dust-rich 
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Dust tracing gas

• Mass-dependence of dust/
stellar mass ratio (Bourne+12) 
indicates similar dependence 
of gas/stellar mass ratio


• This is supported by a 
comparison with COLD GASS 
CO survey (Saintonge+11)


• Can we use dust to trace gas 
in large surveys like H-ATLAS?


• Would have to control for the 
metallicity dependence, and 
need good calibrations, e.g. 
from [CI]

COLD GASS: molecular gas in massive galaxies 41

Figure 6. Stacked spectrum of all galaxies with NUV − r > 5.0. Individ-
ually, the galaxies included are all non-detections in CO, and even their
stacked average does not yield a detection, setting instead a stringent upper
limit of ⟨MH2/M∗⟩ = 0.0016 ± 0.0005. The vertical dotted line shows an
expected linewidth of ∼500 km s−1 for such a stacked signal.

the galaxies are placed in bins of stellar mass of width 0.2 dex
and assigned as a weight the ratio between the total number of
galaxies in the unbiased volume-limited parent sample and the total
number of COLD GASS galaxies within that same mass bin. In
other words, low-mass galaxies are given a higher weight in the
computation of the mean scaling relations, because these galaxies
are under-represented in the COLD GASS sample compared to a
volume-limited sample.
Each scaling relation is computed and plotted using three dif-

ferent subsamples: (1) only the galaxies with CO detections are
considered; (2) both the detections and non-detections are used,
and the upper limit on fH2 is used for the non-detections; and (3)
both the detections and non-detections are used, but this time a
value of fH2 = 0.0 is assigned to the non-detections. In all cases,
the weightedmean of log fH2 is then calculated in equally populated
bins of eitherM∗, µ∗, concentration index or NUV − r colour, and
the relations are fitted, weighting galaxies according to their stellar
mass. The resulting mean relations are plotted in Fig. 7, with the
error bars representing the uncertainty on the position of ⟨log fH2 ⟩
in equally populated bins, as determined by bootstrapping: the error
is the standard deviation in the value of ⟨log fH2 ⟩ for 1000 resam-
ples of the original data in each bin, with repetitions. The best-fitting

Figure 7. Molecular gas mass fraction scaling relations. The weighted mean values of log fH2 in equally populated bins are plotted as a function of (a) stellar
mass, (b) stellar mass surface density, (c) concentration index R90/R50 and(d) NUV − r colour. The blue circles include only CO detections. The red circles
and green squares include both detections and non-detections, but differ in the way the latter are treated. We assign to the non-detections either the value set
by the upper limit (red circles), or simply set them to zero (green squares). The correlation coefficients (r) and scatter around the best-fitting relation are given
for detections only (lower-left corners) and for the ‘non-detections as upper limits’ case (lower-right corners). The grey symbols show the data for all COLD
GASS galaxies within this data release (as presented in Fig. 5).

C⃝ 2011 The Authors, MNRAS 415, 32–60
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Plan for this talk
• Herschel-ATLAS cross-IDs:  

the nature of sources detected in a 
wide extragalactic sub-mm survey 

• Dust in ordinary galaxies:  
the sub-mm properties of optically-
selected galaxies in the low-z universe 

• The bigger picture: 
what have we learned about the local 
universe from large Herschel surveys? 

• Future prospects  
where can we go from here?



Prospects

• The GAMA fields of H-ATLAS currently offer the best opportunity for 
exploring the low-z Universe with current data (both photometric and 
spectroscopic) from GAMA and other multi-wavelength surveys 

• Still plenty of scope for further exploration and mining of existing data-
sets, e.g. 

• Environment studies using GAMA’s complete redshift database and 
group catalogue 

• Exploiting WISE overlap for studies of obscured AGN 

• Using dust mass measurements to trace gas mass in galaxies 

• Benefits of GAMA pan-chromatic photometry…



Optimised matched photometry across all 
wavelengths and resolution regimes: LAMBDAR

• Wright et al. 201628 Wright et al.

Figure 27. The panchromatic SEDs of GAMA object G574689. The grey SED is as determined when using photometry from the PDR
catalogue ( i.e. the same as Figure 1), while the coloured lines show the SED fit to photometry returned by lambdar. Note that after
our procedure, the aperture used for all bands is consistent (shown in the inset image) and the photometry is therefore also consistent.
Here the LDR photometry is in black, model photometry is in green, unobscured SED is in blue, and the obscured SED is in red. As
with Figure 1, the inset is an RGB cutout using the viking H - sdss i - sdss g bands.

Sample ↵ � �

orth

PDR 100µm 0.62± 0.05 �5.69± 0.56 0.225± 0.002
LDR 100µm 0.61± 0.04 �5.56± 0.36 0.214± 0.002
PDR w4 0.75± 0.06 �6.98± 0.68 0.278± 0.005
LDR w4 0.75± 0.08 �7.06± 0.85 0.226± 0.003

PDR(2�) 100µm 0.62± 0.04 �5.53± 0.43 0.243± 0.004
LDR(2�) 100µm 0.60± 0.02 �5.37± 0.23 0.219± 0.002

Table 3. Fit parameters for the linear relationship between stel-
lar mass and star formation rate, for both the PDR and LDR
datasets, when deriving SFRs using predictors based on 100µm
and w4 fluxes. The upper section of the table shows the fit to
all available data, while the lower panel shows the fits when fit-
ting to data with measurements � 2�. We can see that in each
case, the LDR fits and PDR fits are equivalent, but the LDR fit
has equivalent or reduced intrinsic scatter. We therefore conclude
that the LDR data are a more appropriate representation of the
true underlying distribution.

Note however, the substantial improvement in the number
of measurements in the MIR means that here we are able to
increase our sample from 29, 764 estimates in the PDR to
127, 524 estimates in the LDR.

8 UPDATING GAMA PHOTOMETRY: DATA
RELEASE

In addition to releasing the program, we also release the var-
ious data-products that the program outputs for all galax-

ies in the GAMA equatorial fields. The release is in the
form of 24 machine-readable files (.csv), and is accessible
via the GAMA Panchromatic Swarp Imager ( ) website;
http://gama-psi.icrar.org. The 24 files are:

• A summary file containing final photometry and uncer-
tainties for all optically defined targets across all 21-bands
of photometry;

• Three input catalogues, containing the optical prior
aperture information and contaminant lists, as described in
Section 6.2;

• 21 individual files containing details specific to the 21-
bands in which photometry was measured.

The 21 files containing band-specific information each con-
tain 50 columns, containing information about every objects’
sky estimate, blanks measurement, deblend solution, flux
measurement, flux iteration, aperture normalisation, and
any photometry warnings.

9 CONCLUSIONS

In this paper, we have presented a novel program for de-
termining matched aperture photometry across images that
are neither pixel- nor PSF-matched. The program is sophis-
ticated enough to reliably analyse imaging from the Far-UV
to the Far-IR, and produces a substantial number of data
products to aid in photometric analysis, quality control, and
error handling. We demonstrate that the program is able to
return simulated photometric values in both the high SNR,
low confusion regime, as well as in the low SNR, high confu-
sion regime. We further demonstrate that the many available

MNRAS 000, 1–?? (2016)



In conclusion 
!
• H-ATLAS probes dust across a diverse range of 

low-z galaxies 

• Sensitive to star-forming galaxies  
over a wide redshift range  

• Synergy with GAMA and multi-wavelength surveys 
to study galaxy evolution in detail over 0<z<0.4

• Bourne et al. 2016: Optical IDs to all  
H-ATLAS 250um sources: redshifts and 
multi-wavelength properties for wide-field 
Herschel-selected sample 

• Wright et al. 2016: optimised UV-submm 
photometry for all GAMA galaxies


!


