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Data Deluge



• key science goals need large datasets  
– statistics : eg DM, DE mapping
– large structures : eg Galactic Archaeology
– rare objects : eg z=10 QSOs, NEOs, free floating planets

• and/or data intensive computing 
– N**2 calcns 
– monitoring; fast alerts   (LSST, SKA,GRBs)
– operations : MCAO, correlators

big science



scary data ?

• map the sky : 0.1"  x 16 bits = 100 TB
• process to find objects : billion row tables
• repeat as required versus wavelength and epoch...

• 2008 : 20 TB/yr (UKIDSS)
• 2009 : 100TB/yr (VISTA)
• 2015 : 5PB/yr (LSST)
• 2020 : 100PB/yr (SKA)



bottlenecks

• end user b/w and disk-cpu b/w 
do not scale with Moore's law

• downloading 1TB : all week
• searching 1TB : ditto

• "download and hack" doesn't work
• analyse in situ
• data centres must provide hardware and tools

download 
the results 
not the data

service economy



VO geometry

• not a warehouse 
• not a hierarchy
• not a peer-to-peer system

• small set of service centres
and large population of  end users
 

pretty much like shopping...



UKIDSS



 ESO public survey

  uses UKIRT Wide Field Camera (WFCAM)

 1200 nights over 8yrs

 UKIDSS = 20 X 2MASS volume

 near-ir SDSS

 began 2005 May 13

 processed by CASU/WFAU

 data available at

http://surveys.roe.ac.uk/wsa

Lawrence et al 2007
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scary amounts of data

0.8 degree mosaic
(17000 x 17000 pixels)



z=6 quasar

• ULAS J0203+0012
• z=5.86
• From DR1

- only 106 sq.deg.

Venemans et al 2007



20 pc Brown Dwarf

• ULAS J0034-00
• Coolest known 

dwarf (T8.5)
• T~600K
• M~15-36 M-Jup

Warren et al 2007

blue = Z
green = Spitzer 3.6um
red = Spitzer 4.5 um



The Tower of Babel



Diversity 

• problem is not just number of bits ...

• ....but the number of archives



data rich future 
• heritage 

– Schmidt, IRAS, Hipparcos

• current hits 
– VLT, SDSS, 2MASS, HST, Chandra, XMM, WMAP, UKIDSS

• coming up :  
– VISTA, ALMA, JWST, Planck, Herschel 

• cross fingers :  
– LSST, ELT, Lisa, Darwin,SKA, XEUS, etc.

• plus lots more

• issue is archive interoperability 
– need standards and transparent infrastructure



standards
International VO Alliance

• formal process based on W3C 
• key standards agreed

– formats 
– service metadata
– data access protocols
– column semantics
– s/w interfaces
– storage addressing



What is the VO ?

• agreed standards
• inter-operable data collections
• inter-operable software modules

• no central VO-command

- its not a thing
- its a way of life



The VO vision 

• web  all docs in the world inside your PC
• VO  all databases in the world inside your PC



We are the Borg



increasing collectivisation
• common user instruments (AAT...)
• standardised data formats  (FITs ...)
• standardised reduction packages (Starlink...)
• collectivised data collection (SDSS...)
• common access methods and s/w (VO..)
• standardised analysis tools (VO++..)

• does this make us the Borg ?
or happy shoppers ?



facilities vs experiments

• Old :  Facility ==> many small users

• New : Experiment ==> one team
  particle physics style

• Or : Data services ==> many small users
  need a data infrastructure



Web 2.0 Astronomy



The wisdom of the crowd ?

• Is this is all too rigid ?
– life dominated by big missions and data centres
– the IVOA dictates and you must obey 

• Why can't the VO just emerge ?
– all the new postdocs are smarter than the greybeards

• Is there a Web 2.0 style VO ?



Web  vs Web 2.0
• Web : world becomes transparent

– but clear divide between creators and readers
– and between servers and clients

• Web 2.0 : users create, adjust, vote
– blogs, tagging, wiki, Digging etc
– note these all rely on a background infrastructure...

• What is the astro equivalent ?
– annotate resources
– write your own tools and share them



Demo







www.astrogrid.org

query multiple databases simultaneously

http://www.astrogrid.org
http://www.astrogrid.org


generic query builder



AstroGrid
Python script

Next Step :
Bring the code
to the data


