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Data mining ...

● Opportunity to 
develop large RDBs 
in 90s

● Commercial push to 
gather customer data

– Huge 2D tables



Tesco’s had one

● Astros had to have one too

● Aim to do more multi-λ
astronomy

– Radio, IR, optical,        
X-ray …

● Result

– More huge 2D tables



in other words, hyperspace



Um, not really...

● Mutivariate data forms hyper-sphere/cube

● Hyperspace very counter-intuitive

– diagonals disappear

– most data appears in a thin shell at the boundary of the 
hypersphere

– projections to 2D/3D could be misleading

– data density will be skewed



Problem definition

p-variables

n-observations

~20 
variables

10^7 observations



Looking for inspiration

● Data graphics field developed within the realm of statistics

– Parallel coordinates, glyphs

● Fisher: 

– “diagrams prove nothing, but bring outstanding features readily to 
the eye ... they are no substitute for critical tests, but are valuable 
in suggesting such tests and in explaining the conclusions founded 
upon them”

● Bertin: A 2D table is defined problem

– needs organisation to see detail



Tufte’s guidelines

– Juxtaposition Causality

– Data-ink maximisation Clear thinking & integrity



...and visualization ?
● Visualization was born in 1987 with McCormick NSF 

report

● Huge fillip from engineering developments

– fluid dynamics, medical brain scanning
● Seemingly unrelated to statistics, but also justified as 

exploratory

● Difficult to get accurate visualizations – but some 
attempts



Task definition

● Wegman and Solka’s table (execution time in seconds)

● Combine these strands

– huge data sets, data mining, effective visualization

– bound interactivity and accuracy?



Small datasets
● 10^4 entries

● ~1MB

● Most apps fine

– HCE, Mirage,       
xmdvtool, R …

● HCE attempts to   
recommend variables

– kurtosis, skew

– 1D/2D histograms



Tools & Techniques
● Scatterplots

– colour, regression lines

– density plots



Parallel coordinates

● axes are parallel

– brushing

– hierachical clustering

– even histograms



Column reduction

● Analysis of      
covariance
– PCA
– Factor analysis
– MDS ...

● PCA 
– difficult to interpret

● FA with rotation is easier



Can combine techniques



but some signs of trouble



...also apparent in the plot key 

● Glyph drawings

– radial coord

– not labelled

● Clustering also 
applied

● How easy is it to 
read?



also in parallel coord space
● Correlation in parallel coords

● Even more difficult if several 
clusters are present

● 10^3 rows * ~20 variables 
for most displays

– small table

● perhaps more a cognitive 
limit than physical



Loss of overview if p high



Row reduction
● Clustering

– Kmeans etc

– maximum likelihood

– 'spectral'

● Sampling

– bootstrap, MCMC

– density

● SOM/klaR



Medium datasets
● 10^6 entries

● ~10-15 MB

– clustering 

– scatterplots 

– parallel coords 

– PCA  etc ?lapack

● Few apps will try

– Xmdvtool/R with patience

– Astroneural ~5.6x10^5 
GOODS data …but time?



And another problem...

● Can interact, but slow

● brushing also works
– but slow

● Can’t really see wood for 
trees
– eye is drawn to outliers

– data density issue



Large datasets
● 10^8 entries

● ~200 MB

– clustering 

– scatterplots (single eg. Topcat) or splats 

– parallel coords 

– PCA , 
● ?maybe, no rotation



Splatting

● Composite of data space



Kd-trees
● Gray & Moore

– can be applied to a large 
class of problems

– notably density

– Correlation, n-pt funcs



Speed-ups with kd-trees
● O(nlogn) construction

● O(logn) search

● employ parallel processing + gpu kd-tree

● Pruning or approximation

● may be able to contour/isosurface in a fairly 
cheap way



Oddly, more dimensions can help

● SVM/kernel trick

● Can cast some problems into 
higher dimensions

● Non-linear separation



Some solutions?
● Maintain overview

– Hyperbolic trees
– Sparklines
– Explore increasing 

dimensions 
● Statistical backup  

– R, libsvm, vq...
– security? speed?



The future seems dense
● Density sampling

– Parametric methods: normal 
distribution

● simple and adaptable

– Non-parametric: Kernel 
methods, K-NN

– Semi-parametric: mixture 
models (Fraley et al)

● seeded by HC, BIC



Dimension reduction



(How not to 
visualize...)


