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Statistical Physics (PHYS11024)

1. (a) Define the Gibbs entropy for an assembly which may be found in microstate i with
probability pi. Explain, without detailed calculation, how maximising this entropy
subject to certain constraints, which you should specify, leads to the microcanonical,
canonical and grand canonical distributions. (Note that you are not asked for the
explicit forms of these distributions.) [7]

(b) Consider an assembly of N particles, which has microstates labelled by i, α each
having energy Ei,α and volume Vα. The mean values E and V of the assembly in
equilibrium are fixed.

By using the method of Lagrange multipliers derive the following expression for
probabilities for the microstates of the equilibrium assembly:

pi,α =
1

Z
exp

[
−λE
k
Ei,α −

λV
k
Vα

]
,

where k is the Boltzmann constant, λE and λV are Lagrange multipliers and you
should define Z. [7]

(c) Use the combined first and second laws of thermodynamics to identify λE and λV
in terms of the temperature, T , and the pressure, P . [6]

(d) Show that

−kT ∂ lnZ

∂P
= V

and

−kT ∂V
∂P

= (∆V )2 . [5]
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Statistical Physics (PHYS11024)

2. The energy function for a classical statistical mechanical system comprised of N identical
particles of mass m in volume V is given by

E({~q }, {~p }) =
N∑
i=1

~p 2
i

2m
+
∑
i<j

Uij ,

where ~qi and ~pi are the position and momentum of particle i respectively, Uij = U(|~qi−~qj|)
is a two-body interaction and β = 1/(kT ), with k the Boltzmann constant.

(a) Explain why the classical partition function is given by

Z =
1

N !h3N

∫ N∏
i=1

d3qi d
3pi e

−βE({~q },{~p }) ,

with particular reference to the factors N ! and h3N . [3]

(b) Show that Z from part (a) can be written as

Z = ZidealQ ,

where Zideal is the partition function for an ideal gas and Q is a correction factor,
which you should define, due to the two-body interactions. [3]

(c) Hence show that the pressure is given by

P = Pideal + kT
∂ lnQ

∂V
where Pideal is the pressure of an ideal gas. You may use the thermodynamic relation

P = − ∂F

∂V

∣∣∣∣∣
N

, where F is the Helmholtz free energy. [4]

(d) Show that one can write
Q = 〈

∏
i<j

Fij〉 ,

where Fij = exp[−βUij] and the angle brackets imply a spatial average. [2]

(e) Explain how Q may be approximated by

Q =
(

1− 2

V
B2

)N(N−1)/2
,

where B2, the second virial coefficient, is given by

B2 = 1
2

∫
d3r [1− e−βU(r)] . [3]

(f) For the potential

U(r) =


∞ 0 < r < a
ε a ≤ r ≤ b
0 r > b

,

compute B2(T ). [6]

(g) Interpret the behaviour of B2(T ) in the limits T → 0 both for ε > 0 and ε < 0. You
may refer to the virial expansion

P

KT
= ρ+B2ρ

2 ,

which you do not need to prove. [4]
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3. (a) Discuss the issue of reconciling the second law of thermodynamics with physics at
the microscopic level. You should clearly state the problem with regard to the Gibbs
entropy and how it may be resolved by coarse-graining. Explain how the Langevin
approach provides a realisation of such a procedure. [7]

(b) A Langevin equation for an overdamped Brownian particle in an harmonic potential
is

ẋ(t) = −µκx(t) + µf(t)

where x(t) is the position, µ and κ are constants and f(t) is a random force.

Explain how this equation may be obtained from Newton’s law; explain the meaning
of f(t) and why it can be taken to obey

〈f(t)〉 = 0

〈f(t)f(t′)〉 = Γδ(t− t′)

where Γ is a constant and the angle brackets denote an average over the random
force. [3]

(c) If the particle begins at the origin at t = 0, show that the solution of the Langevin
equation is

x(t) = µ
∫ t

0
f(t′) exp [−µκ(t− t′)] dt′ .

Show further that

〈x2(t)〉 =
µΓ

2κ
(1− exp(−2µκt)) . [7]

(d) Make an annotated sketch of this function explaining the short and long time limits.
[3]

(e) Now consider the same particle subject to the same random force f(t) and an
additional constant force

ẋF (t) = −µκxF (t) + µF + µf(t) ,

where the position in the presence of a constant force of value F is denoted xF (t).

For a particle beginning at the origin at t = 0, show that

xF (t) =
F

κ
[1− exp(−µκt)] + x(t)

where x(t) is the solution for zero force determined in part (c). Hence show that

〈x2F (t)〉 − 〈xF (t)〉2 = 〈x2(t)〉 . [5]
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